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Abstract

A comprehensive introduction to exactly solvable quantum mechanics in one dimen-
sion and its difference equation versions is presented. This provides a unified theory
of classical orthogonal polynomials. An important recent progress of integrable defor-
mations of these exactly solvable quantum mechanical systems is also covered. New
types of infinitely many orthogonal polynomials are discovered as the main parts of the
eigenfunctions of the deformed integrable systems. These new polynomials are called
the exceptional and/or multi-indexed and Krein-Adler orthogonal polynomials. These
new polynomials are rational deformations of the classical orthogonal polynomials gen-
erated by multiple Darboux transformations. The discrete symmetries of the original
solvable quantum mechanical systems provide the seed polynomials from the original
eigenpolynomials.
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1 Introduction

It is well known that the Hermite, Laguerre and Jacobi polynomials constitute the main parts
of the eigenfunctions of the exactly solvable Quantum Mechanics (QM) in one dimension [1,
2]. The eigenvalue problem of self-adjoint operators is the natural setting of the orthogonality
of these polynomials and their orthogonality weight are simply the square of the ground
state eigenfunctions . This has led to quantum mechanical reformulation of all the classical
orthogonal polynomials in the Askey scheme [3, 4, 5] for which the Schrödinger equations
are second order difference equations [6, 7, 8, 9].

The reformulation has turned out quite fruitful, providing universal expressions for var-
ious formulas, e.g. the Rodrigues formulas as well as the Heisenberg operator solutions,
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the creation/annihilation operators and coherent states, etc. Many new properties and for-
mulas have been uncovered for the orthogonal polynomials of a discrete variable [10], e.g.
the (dual) (q-)Hahn, (q-)Racah polynomials etc. [6, 9]. For this group, the corresponding
quantum mechanical setting is simply the eigenvalue problem of tri-diagonal real symmetric
(Jacobi) matrices of finite or infinite dimensions [6, 9]. The duality [11, 12, 13] is recognised
as a universal property of the polynomials of this group and the dual polynomial [14] is
identified for each polynomial [6, 9] except for those having the Jackson integral measures.
All the polynomials belonging to this group are shown to provide exactly solvable Birth
and Death processes [15], which are well-known stochastic (Markov) processes [16, 4]. An
even more interesting finding is that the Jackson integral measures arise naturally through
the self-adjoint extension processes of certain infinite matrix formulations, including the big
q-Jacobi (Laguerre), Al-Salam-Carlitz I, discrete q-Hermite polynomials, [6, 9].

The quantum mechanical formulation of orthogonal polynomials has provided not only
the unified theory classical orthogonal polynomials but also opened new dimensions for non-
classical orthogonal polynomials . They satisfy second order differential or difference equa-
tions but not three term recurrence relations. This means that there are ‘holes ’ in their
degrees but they still form complete sets in proper Hilbert spaces. They are obtained from
the eigenfunctions (vectors) of the original systems through Darboux-Crum transformations
[17]–[20] by using certain seed solutions. Depending on the nature of the seed solutions, there
are two types of non-classical orthogonal polynomials. When a part of the eigenfunctions
(vectors) is used, the obtained polynomials are called Krein-Adler polynomials [21],[22]. By
applying certain discrete transformations of the original systems to the eigen functions (vec-
tors), seed solutions called virtual state solutions (vectors) are obtained. The non-classical or-
thogonal polynomials obtained by using virtual state solutions are called exceptional and/or
multi-indexed orthogonal polynomials [23]–[27]. Of course, using both eigenfunctions and vir-
tual state solutions as seed solutions for multiple Darboux-Crum transformations is possible
and it leads to mixed type non-classical orthogonal polynomials.

We emphasise the strategy and main results and omit details. The contents of this chap-
ter are as follows. In section 2, the new orthogonal polynomials satisfying second order
differential equations are surveyed. Starting from QM formulation of the Hermite, Laguerre
and Jacobi polynomials, their discrete symmetries and the virtual state solutions are explic-
itly presented. Based on the Darboux-Crum transformations, the multi-indexed Laguerre
and Jacobi polynomials are derived. The general forms of the Krein-Adler polynomials for
the Hermite, Laguerre and Jacobi are presented. Explicit examples of the multi-indexed
Laguerre and Jacobi polynomials are displayed. In the second part of the note, the non-
classical orthogonal polynomials satisfying second order difference equations with real shifts
are presented. The overview of the Simplest QM is presented in section 3. It is the eigenvalue
problems of certain tri-diagonal real symmetric matrices and the the Hamiltonians, eigen-
vectors, etc. for various explicit examples are explained. In section 4 the duality and dual
polynomials are explained. The fundamental structure of the solution spaces of the Simplest
QM is explored in 5. The shape invariance, a sufficient condition for exact solvability is
introduced in section 6. These exactly solvable QM are also solvable in the Heisenberg pic-
ture, which is explained in 7. The construction of the non-classical orthogonal polynomials
is explained by deforming the Racah and q-Racah systems. The hamiltonians, their discrete
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symmetry transformations and the corresponding virtual state vectors are presented. The
discrete QM analogue of the Darboux transformation is introduced by using a virtual state
vector as one seed ‘solution’. General construction of multi-indexed (q-)Racah polynomials
through multiple Darboux transformations is presented. Explicit examples of multi-indexed
(q-)Racah polynomials are exhibited. The final section is for a summary and comments.

2 New orthogonal polynomials in ordinary QM

For the construction of the non-classical orthogonal polynomials, the fundamental knowledge
of the corresponding classical counterparts is essential; the complete sets of the eigenvalues,
eigenfunctions, discrete symmetries and forms of Darboux transformations, etc. The pas-
sage from the classical to non-classical orthogonal polynomials is basically the same for the
ordinary and discrete QM. Here we show the derivation and some explicit examples of the
non-classical orthogonal polynomials for the familiar examples from the ordinary QM, i.e.
the Hermite, Laguerre and Jacobi.

2.1 Classical polynomials: the Hermite, Laguerre and Jacobi

We begin with the summary of fundamental properties of the classical orthogonal polyno-
mials in 1-d QM formulation. The eigenvalue problem is defined in a finite or (semi-)infinite
interval x1 < x < x2,

Hϕn(x) = E(n)ϕn(x), (n ∈ Z≥0), (ϕn, ϕm)
def
=

∫ x2

x1

ϕ∗
n(x)ϕm(x)dx = hnδnm, (2.1)

with the Hamiltonian or the Schrödinger operator

H = − d2

dx2
+ V (x), V (x) ∈ R, V (x) ∈ C∞. (2.2)

Throughout this section we consider the real eigenfunctions and wavefunctions, ϕ∗
n(x) =

ϕn(x). The properties of the Hermite (H), Laguerre (L) and Jacobi (J) systems are sum-
marised as follows. The first is the Hermite system:

H: V (x) = x2 − 1, −∞ < x <∞, E(n) = 2n (n ∈ Z≥0), (2.3)

ϕn(x) = ϕ0(x)Hn(x), ϕ0(x) = e−x2/2, Hn(x) : Hermite poly. (2.4)

The constant (−1) term in the potential is added to make the groundstate energy vanishing
E(0) = 0. The same convention is adopted for the L and J systems shown below. The square
of the ground state eigenfunction ϕ2

0(x) = e−x2
provides the orthogonality weight function

for the Hermite polynomials:

((Hn, Hm)) =

∫ ∞

−∞
e−x2

Hn(x)Hm(x)dx = hnδnm, hn = 2nn!
√
π. (2.5)

The Hamiltonian without the constant term H′ def
= H + 1 has a discrete symmetry

x→ ix⇒ H′ → −H′. (2.6)
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By acting on the eigenfunctions, it generates square non-integrable seed solutions of negative
energy

φn(x)
def
= inϕn(ix), Hφn(x) = Ẽnφn(x), Ẽn = −2(n+ 1), (n ∈ Z≥0). (2.7)

The second is the Laguerre system with g > 1/2:

L: V (x) = x2 +
g(g − 1)

x2
− (1 + 2g), 0 < x <∞, E(n) = 4n (n ∈ Z≥0), (2.8)

ϕn(x; g) = ϕ0(x; g)L
(g−1/2)
n (x2), ϕ0(x; g) = e−x2/2xg, (2.9)

in which L
(α)
n (η) is the Laguerre polynomial and its weight function is given by ϕ2

0(x; g) with

α
def
= g − 1/2,

((L(α)
n , L(α)

m )) =

∫ ∞

0

e−x2

x2gL(α)
n (x2)L(α)

m (x2)dx = hnδnm, (2.10)

=
1

2

∫ ∞

0

e−ηηαL(α)
n (η)L(α)

m (η)dη, hn =
Γ(n+ g + 1/2)

2n!
. (2.11)

The lower end point x = 0 is a regular singular point with the characteristic exponents g and

1− g. The Hamiltonian without the constant term H′ def
= H + 1 + 2g has the same discrete

symmetry as the Hermite system

L1: x→ ix⇒ H′ → −H′,

called L1 symmetry transformation. By acting on the eigenfunctions it generates square
non-integrable seed solutions of negative energy, called type I virtual state solutions ,

φI
n(x)

def
= |ϕn(ix; g)| = ex

2/2xgL(g−1/2)
n (−x2), (2.12)

HφI
n(x) = Ẽ I

nφ
I
n(x), Ẽ I

n = −4(n+ g + 1/2), (n ∈ Z≥0). (2.13)

It is obvious that φI
n(x) has no zero in 0 < x < ∞. It is easy to see that the Hamiltonian

H′ def
= H + 1 + 2g is invariant under the exchange of the characteristic exponents at x = 0,

L2: g ↔ 1− g ⇒ H′ ⇔ H′, (2.14)

which is called L2 symmetry transformation. By acting on the lower lying eigenfunctions it
generates square non-integrable seed solutions of negative energy called type II virtual state
solutions,

φII
n (x)

def
= ϕn(x; 1− g) = e−x2/2x1−gL(1/2−g)

n (x2), (2.15)

HφII
n (x) = Ẽ II

n φ
II
n (x), Ẽ II

n = −4(n−g −1/2), n = 0, 1, . . . , [g −1/2]′. (2.16)

For the above range of n, φII
n (x) has no zero in 0 < x <∞, [32]. Here [a]′ denotes the greatest

integer less than a. By applying type I and II transformations on the eigenfunctions, type
III virtual state solutions are obtained:

φIII
n (x)

def
= |ϕn(ix; 1− g)| = ex

2/2x1−gL(1/2−g)
n (−x2), (2.17)

HφIII
n (x) = Ẽ III

n φIII
n (x), Ẽ III

n = −4(n+ 1), n ∈ Z≥0. (2.18)
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The third is the Jacobi system with g > 1/2, h > 1/2:

J: V (x) =
g(g − 1)

sin2 x
+
h(h− 1)

cos2 x
− (g + h)2, 0 < x < π/2, (2.19)

E(n) = 4n(n+ g + h) (n ∈ Z≥0), (2.20)

ϕn(x; g, h) = ϕ0(x; g, h)P
(α,β)
n (cos 2x), α

def
= g − 1/2, β

def
= h− 1/2, (2.21)

ϕ0(x; g, h) = (sin x)g(cosx)h, (2.22)

in which P
(α,β)
n (η) is the Jacobi polynomial and its weight function is ϕ2

0(x; g, h),

((P (α,β)
n , P (α,β)

m )) =

∫ π/2

0

(sinx)2g(cosx)2hP (α,β)
n (cos 2x)P (α,β)

m (cos 2x)dx (2.23)

=
1

2(2+α+β)

∫ 1

−1

(1− η)α(1 + η)βP (α,β)
n (η)P (α,β)

m (η)dη (2.24)

= hnδnm, hn =
Γ(n+ g + 1

2
)Γ(n+ h+ 1

2
)

2n!(2n+ g + h)Γ(n+ g + h)
. (2.25)

The two end points x = π/2 and x = 0 are regular singular points with the characteristic
exponents {h, 1−h} and {g, 1−g}, respectively. The Hamiltonian without the constant term

H′ def
= H+(g+h)2 has two discrete symmetry transformations, exchanging the characteristic

exponents at x = π/2 and x = 0, respectively:

J1: h↔ 1− h, J2: g ↔ 1− g =⇒ H′ ⇔ H′, (2.26)

which are called J1 and J2 symmetry transformations, respectively. By acting on the lower
lying eigenfunctions they generate square non-integrable seed solutions of negative energy
called type I and type II virtual state solutions, respectively:

φI
n(x)

def
= ϕn(x; g, 1− h) = (sin x)g(cosx)1−hP (g−1/2,1/2−h)

n (cos 2x), (2.27)

HφI
n(x) = Ẽ I

nφ
I
n(x), Ẽ I

n = −4(n+g +1/2)(h− n−1/2),

n = 0, 1, . . . , [h−1/2]′, (2.28)

φII
n (x)

def
= ϕn(x; 1− g, h) = (sin x)1−g(cosx)hP (1/2−g,h−1/2)

n (cos 2x), (2.29)

HφII
n (x) = Ẽ II

n φ
II
n (x), Ẽ II

n = −4(g − n−1/2)(n+ h+1/2),

n = 0, 1, . . . , [g −1/2]′. (2.30)

These virtual state solutions have no nodes in 0 < x < π/2 [26, 32]. By applying type I and
II transformations on the eigenfunctions, type III virtual state solutions are obtained:

φIII
n (x)

def
= ϕn(x; 1− g, 1− h) = (sin x)1−g(cosx)1−hP (1/2−g,1/2−h)

n (cos 2x),

HφIII
n (x) = Ẽ III

n φIII
n (x), Ẽ III

n = −4(n+ 1)(g + h− n− 1).

In the above three systems, H, L, and J, the constant parts of the potential function V (x) are
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so chosen as to achieve the zero ground state energy E(0) = 0. That is, the Hamiltonians or
the Schrödinger operators H are positive semi-definite and they have a factorised expression,
remiscenct of the well-known theorem in Linear Algebra:

H = A†A, A def
=

d

dx
− ∂x log |ϕ0(x)|, A† = − d

dx
− ∂x log |ϕ0(x)|, Aϕ0(x) = 0. (2.31)

This expression is valid for any one-dimensional ordinary QM system having zero ground
state energy E(0) = 0, as the ground state wavefunction ϕ0(x) has no node. Thus we obtain
a non-singular expression of the potential function V (x)

V (x) =
∂2xϕ0(x)

ϕ0(x)
= ∂x

(
∂xϕ0(x)

ϕ0(x)

)
+

(
∂xϕ0(x)

ϕ0(x)

)2

, (2.32)

By similarity transforming H in terms of the ground state eigenfunction ϕ0(x), we obtain

the second order differential operator H̃

H̃ def
= ϕ0(x)

−1 ◦ H ◦ ϕ0(x) = − d2

dx2
− 2∂x log |ϕ0(x)| ·

d

dx
, (2.33)

which governs the classical orthogonal polynomials H, L and J.
For H, it is

H: −H ′′
n(x) + 2xH ′

n(x) = 2nHn(x). (2.34)

For L and J they read

L: − η∂2ηL
(α)
n (η)− (α + 1− η)∂ηL

(α)
n (η) = nL(α)

n (η), (2.35)

J: − (1− η2)∂2ηP
(α,β)
n (η)− [β − α + (α + β + 2)η]∂ηP

(α,β)
n (η)

= n(n+ α + β + 1)P (α,β)
n (η), (2.36)

after the change of the independent variables η(x) = x2 and η(x) = cos 2x, respectively.

2.2 Darboux transformation

Darboux transformations are essential for the derivation of non-classical orthogonal polyno-
mials. In its original form, a Darboux transformation maps one solution ψ(x) of a Schrödinger
operator H, to another ψ(1)(x) with the same energy E of a deformed Schrödinger operator
H(1) in terms of a seed solution φ(x). Explicitly the transformation reads

Hψ(x) = Eψ(x), Hφ(x) = Ẽφ(x), ψ(x), φ(x), E , Ẽ ∈ C, (2.37)

H(1)ψ(1)(x) = Eψ(1)(x), (2.38)

ψ(1)(x)
def
=
φ(x)ψ′(x)− φ′(x)ψ(x)

φ(x)
, H(1) def

= H− 2∂2x log |φ(x)|. (2.39)

Exercise Verify by direct calculation. Let us prepare one solution ψ(x) and M distinct
seed solutions {φj(x), Ẽj} of H:

Hψ(x) = Eψ(x), Hφj(x) = Ẽjφj(x), E , Ẽj ∈ C, j = 1, . . . ,M. (2.40)

Applying Darboux transformations to ψ(x) successively by using {φj(x)} in turn, we arrive
at:
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Theorem 2.1 (Darboux [17]) An isospectral solution ψ(M)(x) of a deformed Hamiltonian
H(M),

H(M)ψ(M)(x) = Eψ(M)(x), ψ(M)(x)
def
=

W[φ1, . . . , φM , ψ](x)

W[φ1, . . . , φM ](x)
, (2.41)

H(M) def
= H− 2

d2 log |W[φ1, . . . , φM ](x)|
dx2

. (2.42)

Here the Wronskian of n functions {f1(x), . . . , fn(x)} is defined by

W [f1, . . . , fn](x)
def
= det

(dj−1fk(x)

dxj−1

)
1≤j,k≤n

. (2.43)

The theorem applies to any Schrödinger equation even with a complex potential.
Exercise Verify the above Theorem by induction using the following identity of the Wron-
skians.

W
[
W[f1, f2, . . . , fn, g],W[f1, f2, . . . , fn, h]

]
(x)

= W[f1, f2, . . . , fn](x)W[f1, f2, . . . , fn, g, h](x) (n ≥ 0). (2.44)

2.3 Krein-Adler polynomials

The Krein-Adler polynomials [21, 22] are obtained as the main parts of the eigenfunctions
of the system obtained by deforming the complete set of eigenfunctions {ϕn(x)} (H, L or
J) through Darboux transformations by choosing a part of the eigenfunctions as the seed
solutions. Let D be a set of distinct non-negative integers, D = {d1, d2, . . . , dM} which
specifies the set of seed eigenfunctions {ϕd1(x), . . . , ϕdM (x)}. The deformed system reads:

HD
def
= H− 2∂2x

(
log |W[ϕd1 , ϕd2 , . . . , ϕdM ](x)|

)
, (2.45)

HDϕD;n(x) = E(n)ϕD;n(x), (2.46)

ϕD;n(x)
def
=

W[ϕd1 , ϕd2 , . . . , ϕdM , ϕn](x)

W [ϕd1 , ϕd2 , . . . , ϕdM ](x)
, (n ∈ Z≥0\D). (2.47)

The norms of the deformed eigenfunctions are

(ϕD;n, ϕD;m) =
M∏
j=1

(
E(n)− E(dj)

)
· (ϕn, ϕm) (n,m ∈ Z≥0\D). (2.48)

It is necessary and sufficient for the set D to satisfy the conditions

M∏
j=1

(m− dj) ≥ 0, ∀m ∈ Z≥0, (2.49)

for the positivity of the norms and non-singularity of the potential [22]. The Darboux-
Crum [18] transformation is the case when D consists of consecutive integers from zero,
D = {0, 1, . . . ,M − 1}, then the above conditions (2.49) are simply satisfied.
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Let us denote the eigenfunctions of the (H, L, J) system generically as

ϕn(x) = ϕ0(x)Pn

(
η(x)

)
, η(x) = x, x2, cos 2x for H, L, J. (2.50)

By using the following properties of the Wronskian

W[gf1, gf2, . . . , gfn](x) = g(x)nW[f1, f2, . . . , fn](x), (2.51)

W[f1(y), f2(y), . . . , fn(y)](x)

= y′(x)
n(n−1)/2

W[f1, f2, . . . , fn](y), (2.52)

we arrive at

ϕD;n(x) =
ϕ0(x)η

′(x)M

W[Pd1 , Pd2 , . . . , PdM ](η)
W[Pd1 , Pd2 , . . . , PdM , Pn](η),

which gives the explicit expressions of the Krein-Adler polynomials

W[Pd1 , Pd2 , . . . , PdM , Pn](η), (n ∈ Z≥0\D), (2.53)

with the degree ℓ′D + n and the orthogonality weight function

ℓ′D =
M∑
j=1

dj −M(M + 1)/2,
ϕ2
0(x)η

′(x)2M

(W[Pd1 , Pd2 , . . . , PdM ](η))2
. (2.54)

This means that infinitely many families of complete set of orthogonal rational functions
having the same orthogonality weight functions with shifted parameters can be generated.

Let us consider a simple explicit example of H and D = {1, 2} [29, 22]. The deformed
Hamiltonian

HD = − d2

dx2
+ x2 + 3 +

32x2

(2x2 + 1)2
− 8

2x2 + 1
, −∞ < x <∞, (2.55)

has an eigenpolynomial of degree n, W[H1, H2, Hn](x), n ∈ Z≥0\{1, 2}, with the orthogonal-
ity weight function e−x2

/(2x2 + 1)2. Obviously three term recurrence relations do not hold
but they form a complete set. Essentially the same deformation is achieved by using the
seed solution φ2(x) = ex

2/2H2(ix) obtained by the discrete symmetry transformation (2.6)
acting on ϕ2(x). More generally, using an appropriate set of these seed solutions for H has
the same effects as certain Krein-Adler transformations [36]. A similar theorem holds for
L/J system when the type III virtual state solutions are used [36].

2.4 Multi-indexed Laguerre and Jacobi polynomials

The multi-indexed Laguerre/Jacobi polynomials are obtained by deforming the L/J system
by multiple Darboux transformations in terms of type I and II virtual state solutions. In
this subsection we assume that the couplings g and h are generic real numbers. Here we
emphasise the logical structure [27] rather than following the historical developments. Let
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us denote, for simplicity of presentation, the type I/II virtual state polynomials as ξIn(η) and
ξIIn (η):

L : ξIn(η)
def
= L(g−1/2)

n (−η), ξIIn (η)
def
= L(1/2−g)

n (η),

J : ξIn(η)
def
= P (g−1/2,1/2−h)

n (η), ξIIn (η)
def
= P (1/2−g,h−1/2)

n (η).

Let us prepare two sets of distinct positive integers which specify the degrees of type I and
II virtual state solutions:

D = DI ∪ DII, DI = {dI1, dI2, . . . , dIM}, DII = {dII1 , dII2 , . . . , dIIN}. (2.56)

The multiple Darboux transformations using these seed solutions produce a deformed system:

HD
def
= H− 2∂2x

(
log |W[φI

d1
, . . . , φI

dM
, φII

d1
, . . . , φII

dN
](x)|

)
, (2.57)

HDϕD,n(x;λ) = E(n)ϕD,n(x;λ) (n ∈ Z≥0\D), (2.58)

ϕD,n(x;λ)
def
=

W[φI
d1
, . . . , φI

dM
, φII

d1
, . . . , φII

dN
, ϕn](x)

W [φI
d1
, . . . , φI

dM
, φII

d1
, . . . , φII

dN
](x)

, (2.59)

in which λ specify the coupling(s) dependence, λ = g for L and λ = {g, h} for J. The
nodeless property of each seed solution φI,II

dj
conspires to achieve the nodelessness of the

denominator function of ϕD,n(x;λ). Similar to the corresponding expressions of the Krein-
Adler polynomials (2.48), we obtain the norms of the deformed eigenfunctions ϕD,n(x):

(ϕD,n, ϕD,m) =
M∏
j=1

(
E(n)− Ẽ I

dj

) N∏
j=1

(
E(n)− Ẽ II

dj

)
· (ϕn, ϕm) (n,m ∈ Z≥0). (2.60)

This clearly shows the necessity of the negative virtual state energies {Ẽ I,II
dj

< 0}.
The multi-indexed Laguerre/Jacobi polynomials are extracted by factorising the de-

formed eigenfunction ϕD,n(x;λ) into the ground state eigenfunction and the polynomial
part by using the Wronskian formulas (2.51), (2.52):

ϕD,n(x;λ) = cM+N
F ψD(x;λ)PD,n(η(x);λ), ψD(x;λ)

def
=
ϕ0(x;λ

[M,N ])

ΞD(η(x);λ)
, (2.61)

in which cF = 2 for L and cF = −4 for J. The coupling λ is shifted to λ[M,N ]:

λ[M,N ] = g +M −N for L, λ[M,N ] = {g +M −N, h−M +N} for J. (2.62)

The general formulas for the multi-indexed polynomial PD,n(η(x);λ) and the denominator
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polynomial ΞD(η(x);λ) are:

PD,n(η;λ)
def
= W[µ1, . . . , µM , ν1, . . . , νN , Pn](η)

×

{
e−Mη η(M+g+ 1

2
)N : L(

1−η
2

)(M+g+ 1
2
)N(1+η

2

)(N+h+ 1
2
)M

: J
, (2.63)

ΞD(η;λ)
def
= W[µ1, . . . , µM , ν1, . . . , νN ](η)

×

{
e−Mη η(M+g− 1

2
)N : L(

1−η
2

)(M+g− 1
2
)N(1+η

2

)(N+h− 1
2
)M

: J
, (2.64)

µj
def
=

{
eηξIdj(η) : L(
1+η
2

) 1
2
−h
ξIdj(η) : J

, νj
def
=

{
η

1
2
−gξIIdj(η) : L(

1−η
2

) 1
2
−g
ξIIdj(η) : J

, (2.65)

in which Pn in (2.63) denotes the original polynomial for L/J. The multi-indexed polynomial
PD,n is of degree ℓD + n and the denominator polynomial ΞD is of degree ℓD in η, in which
ℓD is given by

ℓD
def
=

M∑
j=1

dIj +
N∑
j=1

dIIj − 1

2
M(M − 1)− 1

2
N(N − 1) +MN ≥ 1. (2.66)

Here the label n specifies the energy eigenvalue E(n) of ϕD,n and it also counts the nodes due
to the oscillation theorem. Since the degrees 0, 1, . . . , ℓD − 1 are missing, the multi-indexed
polynomials {PD,n} do not satisfy three term recurrence relations but they form a complete
set in L2 with the orthogonality relations:∫

dη
W(η;λ[M,N ])

ΞD(η;λ)2
PD,n(η;λ)PD,m(η;λ)

= hnδnm ×


∏M

j=1(n+ g + dIj +
1
2
) ·

∏N
j=1(n+ g − dIIj − 1

2
) : L

4−M−N
∏M

j=1(n+ g + dIj +
1
2
)(n+ h− dIj − 1

2
)

×
∏N

j=1(n+ g − dIIj − 1
2
)(n+ h+ dIIj + 1

2
) : J

. (2.67)

The weight function of the original polynomials W(η;λ)dη = ϕ0(x;λ)
2dx reads explicitly,

see (2.11) and (2.24):

W(η;λ)
def
=

{
1
2
e−ηηg−

1
2 : L

1
2g+h+1 (1− η)g−

1
2 (1 + η)h−

1
2 : J

. (2.68)

The very form of the deformed eigenfunctions (2.61) suggests that the system can be re-
garded as orthogonal rational functions system {PD,n(η)/ΞD(η)}, n ∈ Z≥0 with the same

orthogonality weight function as the L/J system but parameter(s) are shifted W(η,λ[M,N ]).
It is important to note that the lowest degree polynomial PD,0(η;λ) is related to the denom-
inator polynomial ΞD(η;λ) by the parameter shift λ → λ + δ (δ = 1 (L), δ = {1, 1} (J),
i.e. g → g + 1 for L and {g, h} → {g + 1, h+ 1} for J):

PD,0(η;λ) ∝ ΞD(η;λ+ δ). (2.69)
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The above formulas (2.63) and (2.64) are drastically simplified when type I (II) seed solutions
only are used.

By similarity transforming the deformed Hamiltonian HD in terms of the ground state
eigenfunction ψD(x;λ), we obtain the second order differential operator H̃D governing the
multi-indexed polynomials:

H̃D
def
= ψD(x;λ)

−1 ◦ HD ◦ ψD(x;λ)

= −4

(
c2(η)

d2

dη2
+
(
c1(η,λ

[M,N ])− 2c2(η)
∂ηΞD(η;λ)

ΞD(η;λ)

) d

dη

+ c2(η)
∂2ηΞD(η;λ)

ΞD(η;λ)
− c1(η,λ

[M,N ] − δ)
∂ηΞD(η;λ)

ΞD(η;λ)

)
, (2.70)

H̃DPD,n(η;λ) = E(n)PD,n(η;λ), (2.71)

in which

c1(η,λ)
def
=

{
g + 1

2
− η : L

h− g − (g + h+ 1)η : J
, c2(η)

def
=

{
η : L
1− η2 : J

. (2.72)

The above differential equation (2.71) is Fuchsian for the J case, since the ℓD zeros of ΞD(η;λ)
are all simple with the same characteristic exponents, 0 and 3. The L case is obtained as a
confluent limit.

The first examples of multi-indexed polynomials were the simplest ones with D = {1}
for L and J by Gomez-Ullate et al. [23] and Quesne [24] and they were called exceptional
orthogonal polynomials. In this case type I seed solutions define the same polynomials as
those of type II seed solutions by a shift of parameters. The general D = {ℓ}, ∀ℓ ≥ 1 cases
for type I and II were derived in [26], [33]. The present derivation of PD,n(η;λ) is due to
[27].

2.4.1 Explicit examples of multi-indexed Laguerre polynomials

We present two explicit examples of multi-indexed Laguerre polynomials specified by (i)
D = {ℓI}, (ii) D = {ℓII}.

(i) D = {ℓI} In this case ξIℓ(η) = L
(g−1/2)
ℓ (−η), η = x2 and the potential and the eigen-

functions of the deformed QM system are:

V I
ℓ (x) = x2 +

g(g + 1)

x2
− (3 + 2g)− 2∂2x log |ξIℓ(η)|,

ϕI
ℓ,n(x) = 2ψI

ℓ(x)P
I
ℓ,n(η), ψI

ℓ(x) =
e−x2/2xg+1

ξIℓ(η)
,

P I
ℓ,n(η) = −

(
∂ηξ

I
ℓ(η) + ξIℓ(η)

)
L(g−1/2)
n (η) + ξIℓ(η)∂ηL

(g−1/2)
n (η).
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The second order differential operator H̃I
ℓ governing P

I
ℓ,n(η) is

H̃I
ℓP

I
ℓ,n(η) = nP I

ℓ,n(η),

H̃I
ℓ =−

[
η
d2

dη2
+

(
L
(g+1/2)
1 (η)− 2η

∂ηξ
I
ℓ(η)

ξIℓ(η)

)
d

dη

+η
∂2ηξ

I
ℓ(η)

ξIℓ(η)
− L

(g−1/2)
1 (η)

∂ηξ
I
ℓ(η)

ξIℓ(η)

]
.

(ii) D = {ℓII} In this case ξIIℓ (η) = L
(1/2−g)
ℓ (η), η = x2 and the potential and the eigen-

functions of the deformed QM system are:

V I
ℓ (x) = x2 +

(g − 1)(g − 2)

x2
+ (1− 2g)− 2∂2x log |ξIIℓ (η)|,

ϕII
ℓ,n(x) = 2ψII

ℓ (x)P
II
ℓ,n(η), ψII

ℓ (x) =
e−x2/2xg−1

ξIIℓ (η)
,

P II
ℓ,n(η) =

(
−η∂ηξIIℓ (η) + (g − 1/2)ξIIℓ (η)

)
L(g−1/2)
n (η) + ηξIIℓ (η)∂ηL

(g−1/2)
n (η).

The second order differential operator H̃II
ℓ governing P II

ℓ,n(η) is

H̃II
ℓ P

II
ℓ,n(η) = nP II

ℓ,n(η),

H̃II
ℓ = −

[
η
d2

dη2
+

(
L
(g−3/2)
1 (η)−2η

∂ηξ
II
ℓ (η)

ξIIℓ (η)

)
d

dη

+η
∂2ηξ

II
ℓ (η)

ξIIℓ (η)
− L

(g−5/2)
1 (η)

∂ηξ
II
ℓ (η)

ξIIℓ (η)

]
.

2.4.2 Explicit examples of multi-indexed Jacobi polynomials

We present two explicit examples of multi-indexed Jacobi polynomials,
(i)D = {ℓI}, (ii)D = {ℓII}. In this subsection we use the abbreviation Pn(η) ≡ P

(g−1/2,h−1/2)
n (η).

(i) D = {ℓI} In this case ξIℓ(η) = P
(g−1/2,1/2−h)
ℓ (η), η = cos 2x and the potential and the

eigenfunctions of the deformed QM system are:

V I
ℓ (x) =

g(g + 1)

sin2 x
+

(h− 1)(h− 2)

cos2 x
− 2∂2x log |ξIℓ(η)| − (g + h)2,

ϕI
ℓ,n(x) = −4ψI

ℓ(x)P
I
ℓ,n(η), ψI

ℓ(x) =
(sinx)g+1(cosx)h−1

ξIℓ(η)
,

P I
ℓ,n(η) = −1

4

(
2(1 + η)∂ηξ

I
ℓ(η) + (1− 2h)ξIℓ(η)

)
Pn(η) +

1
2
(1 + η)ξIℓ(η)∂ηPn(η).
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The second order differential operator H̃I
ℓ governing P

I
ℓ,n(η) is

H̃I
ℓP

I
ℓ,n(η) = n(n+ g + h)P I

ℓ,n(η),

H̃I
ℓ = −

[
(1− η2)

d2

dη2
+

(
h− g − 2− (g + h+ 1)η − 2(1− η2)

∂ηξ
I
ℓ(η)

ξIℓ(η)

)
d

dη

+(1− η2)
∂2ηξ

I
ℓ(η)

ξIℓ(η)
− (h− g − 2− (g + h− 1)η)

∂ηξ
I
ℓ(η)

ξIℓ(η)

]
.

(ii) D = {ℓII} In this case ξIIℓ (η) = P
(1/2−g,h−1/2)
ℓ (η), η = cos 2x and the potential and the

eigenfunctions of the deformed QM system are

V II
ℓ (x) =

(g − 1)(g − 2)

sin2 x
+
h(h+ 1)

cos2 x
− 2∂2x log |ξIIℓ (η)| − (g + h)2,

ϕII
ℓ,n(x) = −4ψII

ℓ (x)P
II
ℓ,n(η), ψII

ℓ (x) =
(sinx)g−1(cosx)h+1

ξIIℓ (η)
,

P II
ℓ,n(η) = −1

4

(
2(1− η)∂ηξ

II
ℓ (η) + (2g − 1)ξIIℓ (η)

)
Pn(η) +

1
2
(1− η)ξIIℓ (η)∂ηPn(η).

The second order differential operator H̃II
ℓ governing P II

ℓ,n(η) is

H̃II
ℓ P

II
ℓ,n(η) = n(n+ g + h)P II

ℓ,n(η),

H̃I
ℓ = −

[
(1− η2)

d2

dη2
+

(
h− g + 2− (g + h+ 1)η − 2(1− η2)

∂ηξ
II
ℓ (η)

ξIIℓ (η)

)
d

dη

+(1− η2)
∂2ηξ

II
ℓ (η)

ξIIℓ (η)
− (h− g + 2− (g + h− 1)η)

∂ηξ
II
ℓ (η)

ξIIℓ (η)

]
.

3 Overview of the simplest quantum mechanics

Let us introduce ‘Simplest Quantum Mechanics’ by following the similarity and parallelism
between the eigenvalue problems in Quantum Mechanics (QM) and those of hermitian ma-
trices;

QM: Hψ(x) = Eψ(x), (3.1)

H : self-adjoint H = H† (f, g)
def
=

∫
f ∗(x)g(x)dx, (f,Hg) = (Hf, g), (3.2)

Matrix: Hv = λv,
∑
j

Hi,jvj = λvi, (3.3)

H : hermitian Hi,j = H∗
j,i, (u, v)

def
=

∑
j

u∗jvj, (f,Hg) = (Hf, g). (3.4)

Their eigenvalues are real and eigenfunctions (vectors) belonging to distinct eigenvalues are
orthogonal:

λ ∈ R, Hψ1(x) = λ1ψ1(x), Hψ2(x) = λ2ψ2(x), λ1 ̸= λ2, (ψ1, ψ2) = 0. (3.5)
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3.1 Problem Setting:1-d QM

QM is based upon a very special type of self-adjoint operators. For simplicity, let us focus
on the simplest case of one dimensional QM. The Hamiltonian is a second order differential
operator corresponding to Newtonian mechanics:

H = − d2

dx2
+ V (x), V (x) ∈ R.

Many exactly solvable potentials and their eigenvalues, eigenfunctions are known [1, 2]. The
three well-known examples of exactly solvable QM discussed in the previous section define the
classical orthogonal polynomials, the Hermite, Laguerre and Jacobi. For these polynomials
the square of the groundstate eigenfunction ϕ2

0(x), having no zero, provides the orthogonality
weight function

(ϕn, ϕm) = ((Pn, Pm))
def
=

∫
ϕ2
0(x)Pn(η(x))Pm(η(x))dx = hnδnm, hn > 0. (3.6)

At this point very naive and natural questions arise:

Q1: Is there a special class of hermitian matrices corresponding to the ordinary
one-dimensional QM (2.2)?
Q2: Are there many exactly solvable ones whose eigenfunctions (vectors) define
orthogonal polynomials?

The answer to both questions is Yes. For Q1, it is called Jacobi matrices, which are tri-
diagonal and real symmetric matrices of finite or infinite dimensions. For Q2, they are
classical orthogonal polynomials of a discrete variable [10] whose orthogonality measures
consist of discrete point sets. They belong to the Askey scheme of hypergeometric orthogonal
polynomials [3, 5]. In the rest of this note we will explore the Simplest Quantum Mechanics,
which is also called discrete Quantum Mechanics with real shifts (rdQM).

3.2 Factorised Hamiltonian

In order to pursue the similarity with the one-dimensional QM, let us denote the indices of
the matrices by x, y = 0, 1, . . . xmax and the vector component by vx or v(x). The matrix
eigenvalue equation (3.3) is rewritten as

xmax∑
y=0

Hx,yvy = λvx, or Hv(x) = λv(x),
xmax∑
y=0

Hx,yv(y) = λv(x),

in which xmax = N , a positive integer, for finite dimensional matrices and xmax = ∞ for
infinite matrices. For finite matrices, there are N + 1 eigenvalues. For infinite matrices we
restrict to those matrices having discrete eigenvalues only and their spectrum is bounded
from below. In other words, there is a lowest eigenvalue. Thus we denote the eigenvalue
problem as

Hϕn(x) = E(n)ϕn(x),
∑
y=0

Hx,yϕn(y) = E(n)ϕn(x), n = 0, 1, 2, . . . , (3.7)
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in which the eigenvalues are numbered in the increasing order. We can always make the lowest
eigenvalue to be vanishing by subtracting E(0)× Identity Matrix from the Hamiltonian H:

0 = E(0) ≤ E(1) ≤ E(2) ≤ · · · .

Now the Hamiltonian, an hermitian matrix, is positive semi-definite. A linear algebra theo-
rem tells that a positive semi-definite hermitian matrix can always be expressed in a factorised
form:

H = A†A, 0 = det(A) = det(A†) = det(H), (3.8)

in which matrix A can be multiplied by any unitary matrix U , A → A′ = UA.
This is also the case for the positive semi-definite (E(0) = 0) Hamiltonian H in the

ordinary QM in one dimension (2.2) as discussed in (2.31).

We expect that the HamiltonianH (3.8) is a second order difference operator consisting of
a positive unit shift ψ(x) → ψ(x+1) and the negative unit shift ψ(x) → ψ(x− 1) operators.
For a continuous function f(x), Taylor expansion reads

f(x+ a) =
(
ea∂xf

)
(x) =

∞∑
n=0

an

n!
∂nxf(x).

This suggests the following simplified notation for the unit shift operators

e±∂ ≡ e±∂x ;
(
e±∂f

)
(x) = f(x± 1), (e∂)† = e−∂, (3.9)

which will be abused for the present case of discrete variables x = 0, 1, 2, . . .,

f(x± 1) =
(
e±∂f

)
(x) =

∑
y

(e±∂)x,yf(y) ⇒ (e±∂)x,y = δx±1,y.

As a matrix the positive (negative) unit shift operator e∂ (e−∂) is a super (sub) diagonal
matrix.

The factorisation operators A, A† in the ordinary 1-d QM case are a function plus a first
order differential operator. This suggests that A, A† in matrix QM (3.8) be a function plus
a first order difference operator e±∂, either positive e∂ or negative e−∂ shift operator, but not
both. Otherwise, the Hamiltonian would be a fourth order difference operator containing
e±2∂ as well as e±∂.

A simple guesswork would lead to the form

A =
√
B(x)− e∂

√
D(x), A† =

√
B(x)−

√
D(x) e−∂, B(x), D(x) > 0, (3.10)

Ax,y =
√
B(x) δx,y −

√
D(x+ 1) δx+1,y, (A†)x,y =

√
B(x) δx,y −

√
D(x) δx−1,y, (3.11)

with two positive potential functionsB(x) andD(x). Obviously a ‘function’ f(x) corresponds
to a diagonal matrix:

f(x) ↔ diag
(
f(0), f(1), . . . , f(xmax)

)
, (3.12)
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which could be expressed by f(x)1. However, here and hereafter we suppress the identity
matrix 1 = (δx,y),

√
B(x)1 →

√
B(x). The resulting Hamiltonian is

H = B(x) +D(x)−
√
B(x) e∂

√
D(x)−

√
D(x) e−∂

√
B(x), (3.13)

Hx,y =
(
B(x) +D(x)

)
δx,y −

√
B(x)D(x+ 1) δx+1,y −

√
B(x− 1)D(x) δx−1,y. (3.14)

In order that (Hψ) (x) does not contain undefined quantities ψ(−1) or ψ(N + 1) for the
finite case, the positive potential functions must vanish at the boundary

B(x), D(x) > 0, D(0) = 0, B(N) = 0. (3.15)

As seen clearly from the two types of equivalent expressions for the Hamiltonian H (3.13),
(3.14) or A, A† (3.10), (3.11), one can treat them either as matrices (3.14), (3.11) or as
difference operators (3.13), (3.10) acting on functions. For actual calculations, however, the
difference operators are much easier to handle than explicit matrix forms.

Thus the Hamiltonian H is a tri-diagonal real symmetric matrix:

H =



B(0) −
√

B(0)D(1) 0 · · · · · · 0

−
√

B(0)D(1) B(1) +D(1) −
√

B(1)D(2) 0 · · ·
...

0 −
√

B(1)D(2) B(2) +D(2) −
√

B(2)D(3) · · ·
...

... · · · · · · · · · · · ·
...

... · · · · · · · · · · · · 0

0 · · · · · · −
√
B(N−2)D(N−1) B(N−1)+D(N−1) −

√
B(N−1)D(N)

0 · · · · · · 0 −
√

B(N−1)D(N) D(N)


.

This type of matrices are called Jacobi matrices. It is known that the first components of
its eigenvectors are non-vanishing and that all the eigenvalues are simple:

ϕn(0) ̸= 0, 0 = E(0) < E(1) < E(2) < · · · < E(N) (< · · · ). (3.16)

Exercise Verify these simple facts.
This guarantees the orthogonality of all eigenvectors. The factorisation matrices A and A†

read explicitly

A =



√
B(0) −

√
D(1) 0 · · · · · · 0

0
√
B(1) −

√
D(2) 0 · · · ...

0 0
√
B(2) −

√
D(3) · · · ...

... · · · · · · · · · · · · ...

... · · · · · · · · · · · · 0

0 · · · · · · 0
√
B(N − 1) −

√
D(N)

0 · · · · · · 0 0 0


, (3.17)
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A† =



√
B(0) 0 0 · · · · · · 0

−
√
D(1)

√
B(1) 0 0 · · · ...

0 −
√
D(2)

√
B(2) 0 · · · ...

... · · · · · · · · · · · · ...

... · · · · · · · · · · · · 0

0 · · · · · · −
√
D(N − 1)

√
B(N − 1) 0

0 · · · · · · 0 −
√
D(N) 0


. (3.18)

From these it is obvious 0 = det(A) = det(A†) = det(H) for the finite case. For the infinite
dimensional case,

∏∞
x=0B(x) = 0 is needed.

The groundstate eigenfunction (vector) ϕ0(x), Hϕ0(x) = 0, is easily obtained as the zero
mode of the operator A, Aϕ0(x) = 0, as in the ordinary QM (2.31):

Aϕ0(x) = 0 ⇒
√
B(x)ϕ0(x)−

√
D(x+ 1)ϕ0(x+ 1) = 0, (3.19)

⇒ ϕ0(x) =
x−1∏
y=0

√
B(y)

D(y + 1)
, x = 1, 2, . . . , (3.20)

with the boundary condition
ϕ0(0) = 1. (3.21)

As in the ordinary QM, the groundstate wavefunction has no zero.
We look for the solution of the matrix eigenvalue problem (3.7) by assuming the factorised

form
ϕn(x) = ϕ0(x)P̌n(x), (3.22)

as in the exactly solvable examples in ordinary QM (2.4),(2.9),(2.21),(2.50). In the simplest
QM, one can interpret P̌n(x) either as a function or a vector with the x component P̌n(x).
In the latter interpretation, ϕ0(x) in (3.22) is understood as a diagonal matrix. The matrix
eigenvalue problem Hϕn(x) = E(n)ϕn(x) (3.7) is now rewritten as

(B(x) +D(x))ϕ0(x)P̌n(x)−
√
B(x)D(x+ 1)ϕ0(x+ 1)P̌n(x+ 1)

−
√
B(x− 1)D(x)ϕ0(x− 1)P̌n(x− 1) = E(n)ϕ0(x)P̌n(x).

By using the zero mode equation for ϕ0(x) (3.19) and dividing by ϕ0(x), we arrive at a simple
difference equation for P̌n(x):

B(x)
(
P̌n(x)− P̌n(x+ 1)

)
+D(x)

(
P̌n(x)− P̌n(x− 1)

)
= E(n)P̌n(x), (3.23)

⇒ H̃P̌n(x) = E(n)P̌n(x), H̃1 = 0, (3.24)

H̃ def
= ϕ0(x)

−1 · H · ϕ0(x) = B(x)(1− e∂) +D(x)(1− e−∂). (3.25)

This result justifies the rather oddly looking
√
B(x) and

√
D(x) in the definitions of A

and A† (3.10). For the matrix interpretation of H̃ (3.25), ϕ0(x) is a diagonal matrix,
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ϕ0(x) = diag{ϕ0(0), ϕ0(1), · · · , ϕ0(N)}, instead of a groundstate eigenvector. For the dif-

ference operator interpretation of H̃ (3.25), ϕ0(x) is a function and it would be suitable to
rewrite (3.25)

H̃ def
= ϕ0(x)

−1 ◦ H ◦ ϕ0(x), (3.26)

as in the ordinary QM (2.33).

A simple sufficient condition for the solvability of the similarity transformed Hamiltonian
H̃ is the triangularity with respect to a special basis

1, η(x), η(x)2, . . . , η(x)n, . . . , (3.27)

spanned by a certain function η(x) which is called sinusoidal coordinate [6]:

H̃η(x)n = E(n)η(x)n + lower degrees in η(x). (3.28)

This property is preserved under the affine transformation of η(x), η(x) → aη(x) + b (a, b:
constants). We choose the boundary condition

η(0) = 0. (3.29)

The triangularity (3.28) implies that the eigenvectors can be obtained as polynomials in η(x)
(P̌n(x) ≡ Pn(η(x))) by finite linear algebra up to normalisation:

H̃Pn(η(x)) = E(n)Pn(η(x)),

Hϕn(x) = E(n)ϕn(x), ϕn(x) = ϕ0(x)Pn(η(x)),
n = 0, 1, 2, . . . , (N) , . . . . (3.30)

We choose a simple universal normalisation of Pn(η(x))

Pn(0) = 1 ⇔ P̌n(0) = 1, n = 0, 1, 2, . . . , (N) , . . . , (3.31)

which also means
P0 = 1. (3.32)

The above normalisation is always possible due to the property of the eigenvectors of the
Jacobi matrices ϕn(0) ̸= 0, (3.16). Here are five known forms of the sinusoidal coordinates
in rdQM [6] (0 < q < 1):

(i) η(x) = x, (ii) η(x) = ϵ′x(x+ d), (ϵ′ = 1 for d > −1, ϵ′ = −1 for d < −N)

(iii) η(x) = 1− qx, (iv) η(x) = q−x − 1,

(v) η(x) = ϵ′(q−x − 1)(1− dqx), (ϵ′ = 1 for d < q−1, ϵ′ = −1 for d > q−N).

(3.33)

3.2.1 Explicit Examples

Here are some examples of simplest QM [6], which are called by the name of the eigenpoly-
nomials [5]. One finite dimensional example is the Krawtchouk and two from infinite ones
are the Meixner and the Charlier.
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Krawtchouk The potential functions are

B(x) = p(N − x), D(x) = (1− p)x, 0 < p < 1, η(x) = x. (3.34)

The triangularity reads

H̃xn = p(N − x)
(
xn − (x+ 1)n

)
+ (1− p)x

(
xn − (x− 1)n

)
= nxn + lower degrees, E(n) = n.

The eigenpolynomials are (see (A.3))

Pn(x; p,N) = 2F1

(−n, −x
−N

∣∣∣ 1
p

)
, P0 = 1, P1 =

pN − x

pN
,

P2 =
p2N(N − 1) + (2p(1−N)− 1)x+ x2

p2N(N − 1)
, . . . .

(3.35)

The orthogonality weight function is the binomial distribution:

ϕ2
0(x) =

x−1∏
y=0

p

1− p

N − y

y + 1
=

(
p

1− p

)x
N !

x!(N − x)!
=

(
p

1− p

)x
N !

Γ(x+ 1)Γ(N + 1− x)
. (3.36)

The trace formula is easy to verify:

N

2
(N + 1) =

N∑
n=0

E(n) = Tr(H) =
N∑

x=0

(B(x) +D(x)) . (3.37)

Meixner The potential functions are

B(x) =
c

1− c
(x+ β), D(x) =

x

1− c
, β > 0, 0 < c < 1, η(x) = x. (3.38)

The triangularity reads

(1− c)H̃xn = c(x+ β)
(
xn − (x+ 1)n

)
+ x

(
xn − (x− 1)n

)
= (1− c)nxn + lower degrees, E(n) = n.

The eigenpolynomials are

Pn(x; β, c) = 2F1

(−n, −x
β

∣∣∣ 1− 1

c

)
, P0 = 1, P1 =

βc− (1− c)x

βc
,

P2 =
β(β + 1)c2 + (−1 + c)(1 + c+ 2βc)x+ (−1 + c)2x2

β(β + 1)c2
, . . . .

(3.39)

The orthogonality weight function is square summable:

ϕ2
0(x) =

x−1∏
y=0

c(y + β)

y + 1
=

(β)xc
x

x!
=

Γ(β + x) cx

Γ(β)Γ(x+ 1)
,

∞∑
x=0

ϕ2
0(x) =

∞∑
x=0

(β)xc
x

x!
= 1F0

( β
−

∣∣∣ c) =
1

(1− c)β
,

(3.40)

in which (a)n is the shifted factorial (Pochhammer symbol) (A.1).
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Charlier The potential functions are

B(x) = a, D(x) = x, 0 < a, η(x) = x. (3.41)

The triangularity is trivial

H̃xn = a
(
xn − (x+ 1)n

)
+ x

(
xn − (x− 1)n

)
= nxn + lower degrees, E(n) = n.

The eigenpolynomials are

Pn(x; a) = 2F0

(−n, −x
−

∣∣∣ −1

a

)
, P0 = 1, P1 =

a− x

a
,

P2 =
a2 − (1 + 2a)x+ x2

a2
, . . . .

(3.42)

The orthogonality weight function is Poisson distribution, which is square summable:

ϕ2
0(x) =

x−1∏
y=0

a

y + 1
=
ax

x!
=

ax

Γ(x+ 1)
,

∞∑
x=0

ϕ2
0(x) =

∞∑
x=0

ax

x!
= ea. (3.43)

In all these examples ϕ2
0(x) is a meromorphic function of x and it vanishes on the integer

points outside of the domain:

ϕ2
0(x) = 0, x ∈ Z\{0, 1, . . . , N}, or x ∈ Z<0. (3.44)

3.2.2 Other Examples

Here are some other examples [5] without specifying the parameter ranges. The triangularity
of the polynomial equations (3.28) is purely algebraic and independent of the parameter
ranges. As shown in the examples, B(x), D(x) are rational functions of x or q±x and the
polynomial solutions are well defined in the whole complex plane x ∈ C. The parameter
ranges are restricted by the positivity of the potential B(x), D(x), the sinusoidal coordinate
η(x) and the eigenvalues E(n). The positivity of the orthogonality weight function ϕ2

0(x) is
not guaranteed for the parameters outside of the ranges.

Finite dimensional examples are followed by infinite dimensional ones. Within each
group, the most generic one is followed by simpler examples. The q-polynomials come after
non q-polynomials. We use the naming of the orthogonal polynomials used in [5]. The
parametrisation of some polynomials (Racah, (dual) Hahn and their q-versions) are different
from the conventional ones. We advocate using the present parametrisations for their obvious
symmetries. For the shifted q-factorials (a; q)n, (a1, . . . , ar; q)n, etc., see Appendix A (A.2).

Finite dimensional examples. The most generic ones, the Racah and q-Racah are skipped
here, as they are discussed in detail in section 8 in the corse of non-classical polynomials.

Hahn

B(x) = (x+ a)(N − x), D(x) = x(b+N − x), η(x) = x,

E(n) = n(n+ a+ b− 1), ϕ2
0(x) =

N !

x! (N − x)!

(a)x (b)N−x

(b)N
.

(3.45)
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dual Hahn

B(x) =
(x+ a)(x+ a+ b− 1)(N − x)

(2x− 1 + a+ b)(2x+ a+ b)
, D(x) =

x(x+ b− 1)(x+ a+ b+N − 1)

(2x− 2 + a+ b)(2x− 1 + a+ b)
,

η(x) = x(x+ a+ b− 1), E(n) = n,

ϕ2
0(x) =

N !

x! (N − x)!

(a)x (2x+ a+ b− 1)(a+ b)N
(b)x (x+ a+ b− 1)N+1

.

(3.46)

q-Hahn

B(x) = (1− aqx)(qx−N − 1), D(x) = aq−1(1− qx)(qx−N − b),

η(x) = q−x − 1, E(n) = (q−n − 1)(1− abqn−1),

ϕ2
0(x) =

(q ; q)N
(q ; q)x (q ; q)N−x

(a; q)x (b ; q)N−x

(b ; q)N ax
.

(3.47)

dual q-Hahn

B(x) =
(qx−N − 1)(1− aqx)(1− abqx−1)

(1− abq2x−1)(1− abq2x)
,

D(x) = aqx−N−1 (1− qx)(1− abqx+N−1)(1− bqx−1)

(1− abq2x−2)(1− abq2x−1)
,

η(x) = (q−x − 1)(1− abqx−1), E(n) = q−n − 1,

ϕ2
0(x) =

(q ; q)N
(q ; q)x (q ; q)N−x

(a, abq−1 ; q)x
(abqN , b ; q)x ax

1− abq2x−1

1− abq−1
.

(3.48)

quantum q-Krawtchouk

B(x) = p−1qx(qx−N − 1), D(x) = (1− qx)(1− p−1qx−N−1),

η(x) = q−x − 1, E(n) = 1− qn, ϕ2
0(x) =

(q ; q)N
(q ; q)x(q ; q)N−x

p−xqx(x−1−N)

(p−1q−N ; q)x
.

(3.49)

q-Krawtchouk

B(x) = qx−N − 1, D(x) = p(1− qx), η(x) = q−x − 1,

E(n) = (q−n − 1)(1 + pqn), ϕ2
0(x) =

(q ; q)N
(q ; q)x(q ; q)N−x

p−xq
1
2
x(x−1)−xN .

(3.50)

dual q-Krawtchouk

B(x) =
(qx−N − 1)(1 + pqx)

(1 + pq2x)(1 + pq2x+1)
, D(x) = pq2x−N−1 (1− qx)(1 + pqx+N)

(1 + pq2x−1)(1 + pq2x)
,

η(x) = (q−x − 1)(1 + pqx), E(n) = q−n − 1,

ϕ2
0(x) =

(q ; q)N
(q; q)x(q; q)N−x

(−p ; q)x
(−pqN+1 ; q)x pxq

1
2
x(x+1)

1 + pq2x

1 + p
.

(3.51)
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affine q-Krawtchouk

B(x) = (qx−N − 1)(1− pqx+1), D(x) = pqx−N(1− qx),

η(x) = q−x − 1, E(n) = q−n − 1, ϕ2
0(x) =

(q ; q)N
(q ; q)x(q ; q)N−x

(pq ; q)x
(pq)x

.
(3.52)

Infinite dimensional examples.

little q-Jacobi

B(x) = a(q−x − bq), D(x) = q−x − 1, η(x) = 1− qx,

E(n) = (q−n − 1)(1− abqn+1), ϕ2
0(x) =

(bq ; q)x
(q ; q)x

(aq)x.
(3.53)

little q-Laguerre This is obtained by setting b = 0 of the little q-Jacobi (3.53).

B(x) = aq−x, D(x) = q−x − 1, η(x) = 1− qx, E(n) = q−n − 1, ϕ2
0(x) =

(aq)x

(q ; q)x
.

(3.54)

Al-Salam-Carlitz II

B(x) = a(q−x − bq), D(x) = (q−x − 1)(1− aqx), η(x) = q−x − 1,

E(n) = 1− qn, ϕ2
0(x) =

axqx
2

(q, aq ; q)x
.

(3.55)

alternative q-Charlier

B(x) = a, D(x) = q−x − 1, η(x) = 1− qx,

E(n) = (q−n − 1)(1 + aqn), ϕ2
0(x) =

axqx(x+1)/2

(q ; q)x
.

(3.56)

The absence of the q-Meixner and q-Charlier

q-Meixner; B(x) = cqx(1− bqx+1), D(x) = (1− qx)(1 + bcqx),

η(x) = q−x − 1, E(n) = 1− qn, (3.57)

q-Charlier; B(x) = aqx, D(x) = 1− qx, η(x) = q−x − 1, E(n) = 1− qn, (3.58)

in the above list must be stressed, although their orthogonality weight functions in references
do not contain Jackson integrals. This is because the set of eigenvectors of the difference
Schrödinger equation (3.7) is not complete for these two polynomials [9].
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3.2.3 Exercise

1. Verify the triangularity, E(n) and ϕ2
0(x) for the other examples in §3.2.2.

2. Calculate the lower members of the eigenpolynomials P1 and P2 explicitly for some
examples.

3. Verify the trace formula (3.37) for the finite dimensional examples.

4. Derive the meromorphic expressions of ϕ2
0(x) and confirm that they vanish outside of

the domain (3.44). For q-polynomials use the formula (a ; q)n = (a ; q)∞/(aq
n ; q)∞

(A.2).

4 Dual Polynomials

The orthogonality of the eigenvectors of the Jacobi matrix H (3.13), (3.14) implies∑
x

ϕ2
0(x)Pn(η(x))Pm(η(x)) =

1

d2n
δn,m, (4.1)

in which we choose the normalisation constants {dn > 0} to be in the denominator. In terms
of the normalised eigenvectors

ϕ̂0(x) = d0ϕ0(x), ϕ̂n(x) = dnϕ0(x)Pn(η(x)) = ϕ̂0(x)
dn
d0
Pn(η(x)),

the orthonormality relation reads∑
x

dnϕ0(x)Pn(η(x)) · dmϕ0(x)Pm(η(x)) = δn,m.

For the complete set of eigenvectors this means∑
n

dnϕ0(x)Pn(η(x)) · dnϕ0(y)Pn(η(y)) = δx,y,

which states the simplest duality that the row eigenvectors are also orthogonal. When written
slightly differently ∑

n

d2nPn(η(x))Pn(η(y)) =
1

ϕ2
0(x)

δx,y, (4.2)

it displays the duality with (4.1) explicitly.
As Pn(η) is an orthogonal polynomial, it satisfies three term recurrence relations (see

Appendix B)

ηPn(η) = AnPn+1(η) +BnPn(η) + CnPn−1(η), n = 0, 1, . . . , (4.3)

with real coefficients An, Bn and Cn (C0 = 0). With the relation

Bn = −(An + Cn), (4.4)
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which is a consequence of the universal normalisation (boundary) condition Pn(0) = 1 (3.31),

the above three term recurrence relation takes the same form as the H̃ equation (3.23) in
the n-variable:

− An

(
Pn(η)− Pn+1(η)

)
− Cn

(
Pn(η)− Pn−1(η)

)
= ηPn(η),[

−An(1− e∂n)− Cn(1− e−∂n)
]
Pn(η) = ηPn(η),

(4.5)

in which η is the eigenvalue.

The dual polynomial is an important concept in the theory of orthogonal polynomials of
a discrete variable [3, 4, 5, 10, 11, 12]. They arise naturally as the solution of the original
eigenvalue problem (3.7) or (3.23) obtained in a different way. Let us rewrite the similarity

transformed eigenvalue problem H̃ψ(x) = E ψ(x) (3.24) into an explicit matrix form with
the change of the notation ψ(x) → t(Q0, Q1, . . . , Qx, . . .)∑

y

H̃x,yQy = EQx, x, y = 0, 1, . . . , (N), . . . . (4.6)

Because of the tri-diagonality of H̃, it is in fact a three term recurrence relation for Qx as a
polynomial in E :

EQx(E) = B(x)
(
Qx(E)−Qx+1(E)

)
+D(x)

(
Qx(E)−Qx−1(E)

)
,

x = 0, 1, . . . , (N), . . . . (4.7)

Starting with the boundary (initial) condition

Q0 = 1, (4.8)

we determine Qx(E) as a degree x polynomial in E . It is easy to see that Qx(E) also satisfies
the universal normalisation condition (3.31),

Qx(0) = 1, x = 0, 1, . . . , (N), . . . . (4.9)

Replacing E by the actual value of the n-th eigenvalue E(n) (3.28) in Qx(E), we obtain the
explicit form of the eigenfunction (vector)∑

y

H̃x,yQy(E(n)) = E(n)Qx(E(n)), x = 0, 1, . . . , (N), . . . . (4.10)

In the finite dimensional case, {Q0(E), . . . , Qx(E), . . . , QN(E)} as degree x polynomials in E
are determined by (4.7) for x = 0, . . . , N − 1. The last equation

EQN(E) = D(N)
(
QN(E)−QN−1(E)

)
, (4.11)

is a degree N + 1 algebraic equation (characteristic equation) of E for the determination of
all the eigenvalues {E(n)}.
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Here are five known forms of the eigenvalues in rdQM, which are essentially of the same
forms as the sinusoidal coordinates (3.33) (0 < q < 1):

(i) : E(n) = n, (ii) : E(n) = ϵn(n+ α), (ϵ = 1 for α > −1,−1 for α < −N)

(iii) : E(n) = 1− qn, (iv) : E(n) = q−n − 1,

(v) : E(n) = ϵ(q−n − 1)(1− αqn), (ϵ = 1 for α < q−1, −1 for α > q−N).

(4.12)

Convince yourself that all the eigenvalues of the examples in §3.2.1, §3.2.2 are of these forms.
In subsequent sections we will provide further two independent algebraic methods of the

determination of the eigenvalues {E(n)} based on the shape-invariance (in §6) and the exact
Heisenberg operator solution in §7.

We now have two expressions (polynomials) for the eigenvectors of the problem (3.23)
belonging to the eigenvalue E(n); Pn(η(x)) and Qx(E(n)). Due to the simplicity of the
spectrum of the Jacobi matrix (3.16), they must be equal up to a multiplicative factor αn,

Pn(η(x)) = αnQx(E(n)), x = 0, 1, . . . , (N), . . . , (4.13)

which turns out to be unity because of the boundary (initial) condition at x = 0 (3.29),
(3.31), (4.8) (or at n = 0 (3.21), (3.32), (4.9));

Pn(η(0)) = Pn(0) = 1 = Q0(E(n)), n = 0, 1, . . . , (N), . . . , (4.14)

P0(η(x)) = 1 = Qx(0) = Qx(E(0)), x = 0, 1, . . . , (N), . . . . (4.15)

We have established that the two polynomials, {Pn(η)} and its dual polynomial {Qx(E)},
coincide at the integer lattice points:

Pn(η(x)) = Qx(E(n)), n = 0, 1, . . . , (N), . . . , x = 0, 1, . . . , (N), . . . . (4.16)

The completeness relation (4.2)∑
n

d2nPn(η(x))Pn(η(y)) =
∑
n

d2nQx(E(n))Qy(E(n)) =
1

ϕ2
0(x)

δx,y, (4.17)

is now the orthogonality relation of the dual polynomial Qx(E(n)), and the previous normal-
isation constant d2n is now the orthogonality weight function.

The real symmetric (hermitian) matrix Hx,y (3.14) can be expressed in terms of the
complete set of the eigenvalues and the corresponding normalised eigenvectors (spectral
representation)

Hx,y =
∑
n

E(n)ϕ̂n(x)ϕ̂n(y), (4.18)

ϕ̂n(x) = dnϕ0(x)Pn(η(x)) = dnϕ0(x)Qx(E(n)). (4.19)

The very fact that it is tri-diagonal can be easily verified by using the difference equation
for the polynomial Pn(η(x)) (3.23) or the three term recurrence relation for Qx(E(n)) (4.7).
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Here is a list of the dual correspondence:

x↔ n, η(x) ↔ E(n), η(0) = 0 ↔ E(0) = 0,

B(x) ↔ −An, D(x) ↔ −Cn,
ϕ0(x)

ϕ0(0)
↔ dn

d0
.

(4.20)

In the last expression, we have inserted ϕ0(0) = 1 (3.20) for symmetry. It should be remarked
that B(x) and D(x) govern the difference equation for the polynomial Pn(η), the solution
of which requires the knowledge of the sinusoidal coordinate η(x). The same quantities
B(x) and D(x) specify the three term recurrence of the dual polynomial Qx(E) without
the knowledge of the spectrum E(n). The explicit forms of η(x) and E(n) are required for
the polynomials Pn(η) and Qx(E) to be the eigenvectors of the eigenvalue problem (3.7).
Likewise, An and Cn in (4.3) specify the polynomial Pn(η) without the knowledge of the
sinusoidal coordinate. As for the dual polynomial Qx(E(n)), An and Cn provide the difference
equation (in n) (4.5), the solution of which needs the explicit form of E(n). Let us stress
that it is the eigenvalue problem (3.7) with the specific Hamiltonian (3.13) that determines
the polynomial Pn(η) and its dual Qx(E), the spectrum E(n), the sinusoidal coordinate η(x)
and the orthogonality measures ϕ2

0(x) and d
2
n.

The three explicit examples in §3.2.1, the Krawtchouk (3.34), Meixner (3.38) and Char-

lier (3.41) are self-dual, as the explicit forms of the polynomials 2F1

(
−n,−x
−N

∣∣∣ 1
p

)
(3.35),

2F1

(
−n,−x

β

∣∣∣ 1 − 1
c

)
(3.39), and 2F0

(
−n,−x

−

∣∣∣ − 1
a

)
(3.42) are invariant under the exchange

x↔ n.

5 Fundamental Structure of Solution Space

Let us explore the structure of the solution space of the eigenvalue problem for the positive
semi-definite Jacobi matrices:

Hϕn(x) = E(n)ϕn(x), n = 0, 1, 2, . . . , (5.1)

H ≡ H[0] = A†A, H[0]ϕ0(x) = 0, Aϕ0(x) = 0, E(0) = 0. (5.2)

By changing the order of A† and A, a new hermitian matrix H[1] is defined:

H[1] def
= AA†, H[0] = A†A, ϕ[0]

n (x) ≡ ϕn(x), n = 0, 1, . . . , . (5.3)

It is again a tri-diagonal symmetric matrix. If the original Hamiltonian H[0] is an (N +1)×
(N +1) matrix, the new one H[1] is an N ×N matrix, as seen clearly from the explicit forms
of A (3.17) and A† (3.18). This is due to the boundary condition B(N) = 0. The new one
H[1] is called the partner or the associated Hamiltonian.

These two Hamiltonians are connected by the following intertwining relations :

AH[0] = AA†A = H[1]A, A†H[1] = A†AA† = H[0]A†. (5.4)
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The iso-spectrality of the Hamiltonians H[0] and H[1] except for the groundstate ϕ
[0]
0 (x),

H[0]ϕ[0]
n (x) = E(n)ϕ[0]

n (x) (n = 0, 1, . . .), Aϕ[0]
0 (x) = 0, (5.5)

H[1]ϕ[1]
n (x) = E(n)ϕ[1]

n (x) (n = 1, 2, . . .), (5.6)

ϕ[1]
n (x)

def
= Aϕ[0]

n (x), ϕ[0]
n (x) =

A†

E(n)
ϕ[1]
n (x) (n = 1, 2, . . .), (5.7)

(ϕ[1]
n , ϕ

[1]
m ) = E(n)(ϕ[0]

n , ϕ
[0]
m ) (n,m = 1, 2, . . .). (5.8)

is a simple consequence of the intertwining relations. The groundstate energy of the partner
Hamiltonian H[1] is E(1) as the original ϕ0(x) is deleted, Aϕ0(x) = 0.

By subtracting the groundstate energy E(1) from the diagonal part of H[1], another
positive semi-definite Hamiltonian H[1] − E(1) is obtained, which is again factorised

H[1] = A[1]†A[1] + E(1), B[1](x), D[1](x) > 0, D[1](0) = 0, B[1](N − 1) = 0, (5.9)

A[1] =
√
B[1](x)− e∂

√
D[1](x), A[1]† =

√
B[1](x)−

√
D[1](x) e−∂,

in the same manner as the original Hamiltonian

A[1]ϕ
[1]
1 (x) = 0. (5.10)

By changing the order of A[1]† and A[1], a new tri-diagonal Hamiltonian H[2] is defined:

H[2] def
= A[1]A[1]† + E(1). (5.11)

The two Hamiltonians H[1] − E(1) and H[2] − E(1) are intertwined by A[1] and A[1]†:

A[1]
(
H[1] − E(1)

)
= A[1]A[1]†A[1] =

(
H[2] − E(1)

)
A[1],

A[1]†(H[2] − E(1)
)
= A[1]†A[1]A[1]† =

(
H[1] − E(1)

)
A[1]†.

The iso-spectrality of H[1] and H[2] and the relations of their eigenvectors are obtained as
before:

H[2]ϕ[2]
n (x) = E(n)ϕ[2]

n (x) (n = 2, 3, . . .),

ϕ[2]
n (x)

def
= A[1]ϕ[1]

n (x), ϕ[1]
n (x) =

A[1]†

E(n)− E(1)
ϕ[2]
n (x) (n = 2, 3, . . .),

(ϕ[2]
n , ϕ

[2]
m ) =

(
E(n)− E(1)

)
(ϕ[1]

n , ϕ
[1]
m ) (n,m = 2, 3, . . .),

H[2] = A[2]†A[2] + E(2), A[2]ϕ
[2]
2 (x) = 0.

By the transformation H[1] → H[2], the groundstate corresponding to E(1) is deleted,

A[1]ϕ
[1]
1 (x) = 0.
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This process of deleting the lowest energy state goes successively:

H[s] def
= A[s−1]A[s−1]† + E(s− 1) = A[s]†A[s] + E(s), (5.12)

H[s]ϕ[s]
n (x) = E(n)ϕ[s]

n (x) (n = s, s+ 1, . . .), A[s]ϕ[s]
s (x) = 0, (5.13)

ϕ[s]
n (x)

def
= A[s−1]ϕ[s−1]

n (x), ϕ[s−1]
n (x) =

A[s−1]†

E(n)− E(s− 1)
ϕ[s]
n (x)

(n = s, s+ 1, . . .), (5.14)

(ϕ[s]
n , ϕ

[s]
m ) =

(
E(n)− E(s− 1)

)
(ϕ[s−1]

n , ϕ[s−1]
m ) (n,m = s, s+ 1, . . .). (5.15)

A

A†

A

A†

A

A†

A

A†

A[1]

A[1] †

A[1]

A[1] †

A[1]

A[1] †

A[2]

A[2] †

A[2]

A[2] †

A[3]

A[3] †

E(0)

E(1)

E(2)

E(3)

...

φ1

φ2

φ3

...

φ0

φ
[1]
1

φ
[1]
2

φ
[1]
3

φ
[2]
2

φ
[2]
3 φ

[3]
3

. .
.

H H[1] H[2] H[3] . . .

Figure 1: Fundamental structure of the solution space of 1-d QM.

Summarising these results we arrive at the following

Theorem 5.1 (Crum [18]) For a given Hamiltonian system {H[0], E(n), ϕ[0]
n (x)} there ex-

ist as many associated Hamiltonian systems {H[1], E(n), ϕ[1]
n (x)}, {H[2], E(n), ϕ[2]

n (x)}, . . . ,
as the number of discrete eigenvalues. They share the eigenvalues {E(n)} of the original

Hamiltonian and the eigenvectors of H[j] and H[j+1] are related by A[j] and A[j]†.

It should be stressed that Crum’s theorem is the consequence of the factorisation of
positive semi-definite Hamiltonians. It holds equally well in ordinary 1-d QM and in simplest
QM.
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6 Shape Invariance: Sufficient Condition of Exact Solv-

ability

The structure of the solution space gives a key to understand the solvability. That is shape
invariance, which is a sufficient condition for exact solvability. In most cases Hamiltonians
depend on several parameters, λ = (λ1, λ2, . . .). Let us symbolically express the parameter
dependence of various quantities as H(λ), A(λ), E(n;λ), ϕn(x;λ), η(x;λ), Pn(η(x;λ);λ)
etc.

The system is exactly solvable if the matrix A[1] of the partner Hamiltonian H[1] has the
same form as A ≡ A[0] with a certain parameter shift:

A[1](λ) ∝ A[0](λ+ δ),

in which δ is the shift of the parameters. This can be rephrased as

A(λ)A(λ)† = κA(λ+ δ)†A(λ+ δ) + E(1;λ), (6.1)

in which κ > 0 is a parameter corresponding to the overall scale change of the Hamiltonians.
From Fig. 1, we find that the eigenvalues and the corresponding eigenvectors are expressed
by the first excited energy E(1;λ), A(λ), A(λ)† and the groundstate vector ϕ0(x;λ) at
variously shifted values of λ [6]:

E(n;λ) =
n−1∑
s=0

κsE(1;λ[s]), λ[s] def
= λ+ sδ, (6.2)

ϕn(x;λ) ∝ A(λ[0])†A(λ[1])†A(λ[2])† · · · A(λ[n−1])†ϕ0(x;λ
[n]). (6.3)

As we will see shortly, the eigenvector formula (6.3) is the generalised Rodrigues formula. In
terms of the potential functions the shape invariance condition (6.1) is rewritten as

B(x+ 1;λ)D(x+ 1;λ) = κ2B(x;λ+ δ)D(x+ 1;λ+ δ), (6.4)

B(x;λ)+D(x+ 1;λ) = κ
(
B(x;λ+ δ)+D(x;λ+ δ)

)
+E(1;λ). (6.5)

The size of the matrix N is also a part of λ and the corresponding shift is −1.

6.1 Shape Invariance Data

Here are the shape invariance data of various polynomials [6].

1. Krawtchouk (3.34); λ = (p,N),δ = (0,−1), κ = 1, E(1;λ) = 1 ⇒ E(n;λ) = n.

2. Meixner (3.38); λ = (β, c), δ = (1, 0), κ = 1, E(1;λ) = 1 ⇒ E(n;λ) = n.

3. Charlier (3.41); λ = (a), δ = (0), κ = 1, E(1;λ) = 1 ⇒ E(n;λ) = n.

4. Racah (8.3)，(8.4); λ = (a, b, c, d), δ = (1, 1, 1, 1), κ = 1, E(1 ;λ) = 1+ d̃ ⇒ E(n ;λ) =
n(n+ d̃).
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5. Hahn (3.45); λ = (a, b,N), δ = (1, 1,−1), κ = 1, E(1;λ) = a + b ⇒ E(n;λ) =
n(n+ a+ b− 1).

6. dual Hahn (3.46); λ = (a, b,N), δ = (1, 0,−1), κ = 1, E(1;λ) = 1 ⇒ E(n;λ) = n.

7. q-Racah (8.3)，(8.4); qλ = (a, b, c, d), δ = (1, 1, 1, 1), κ = q−1, E(1 ;λ) = (q−1−1)(1−d̃q)
⇒ E(n;λ) = (q−n − 1)(1− d̃qn).

8. q-Hahn (3.47); qλ = (a, b, qN), δ = (1, 1,−1), κ = q−1, E(1;λ) = (q−1 − 1)(1 − ab)
⇒ E(n;λ) = (q−n − 1)(1− abqn−1).

9. dual q-Hahn (3.48); qλ = (a, b, qN), δ = (1, 0,−1), κ = q−1, E(1 ;λ) = q−1 − 1
⇒ E(n ;λ) = q−n − 1.

10. quantum q-Krawtchouk (3.49); qλ = (p, qN), δ = (1,−1), κ = q, E(1 ;λ) = 1 − q
⇒ E(n ;λ) = 1− qn.

11. q-Krawtchouk (3.50); qλ = (p, qN), δ = (2,−1), κ = q−1, E(1 ;λ) = (q−1 − 1)(1 + pq)
⇒ E(n ;λ) = (q−n − 1)(1 + pqn).

12. dual q-Krawtchouk (3.51); qλ = (p, qN), δ = (1,−1), κ = q−1, E(1 ;λ) = q−1 − 1
⇒⇒ E(n ;λ) = q−n − 1.

13. affine q-Krawtchouk (3.52); qλ = (p, qN), δ = (1,−1), κ = q−1, E(1 ;λ) = q−1 − 1
⇒ E(n ;λ) = q−n − 1.

14. little q-Jacobi (3.53); qλ = (a, b), δ = (1, 1), κ = q−1, E(1 ;λ) = (q−1 − 1)(1 − abq2)
⇒ E(n ;λ) = (q−n − 1)(1− abqn+1).

15. little q-Laguerre (3.54); qλ = a, δ = 1, κ = q−1, E(1 ;λ) = q−1−1⇒ E(n ;λ) = q−n−1.

16. Al-Salam Carlitz II (3.55); qλ = a, δ = 0, κ = q, E(1 ;λ) = 1− q ⇒ E(n ;λ) = 1− qn.

17. alternative q-Charlier (3.56); qλ = a, δ = 2, κ = q−1, E(1 ;λ) = (q−1 − 1)(1 + aq)
⇒ E(n ;λ) = (q−n − 1)(1 + aqn).

For various q-polynomials, e.g. (dual) q-Hahn, q-Racah, etc. the shifts of the parameters
a, b, c, etc, are multiplicative. For example, in the q-Hahn case a → aq, b → bq. It should
be noted that some dual pairs, e.g. the q-Hahn and dual q-Hahn, q-Krawtchouk and dual
q-Krawtchouk, etc, have the identical parameter set λ but the shifts δ are different.

6.1.1 Exercise

Verify the above shape invariance (6.1) and the universal eigenvalue formula (6.2) for the
examples in §3.2.1, §3.2.2 with the data given above.
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6.2 Auxiliary Function φ(x)

In the potential functions B(x;λ), D(x;λ) the parameter shift λ → λ+ δ is closely related
with the coordinate shift x → x + 1. But they are not the same for systems having the
sinusoidal coordinate η(x) ̸= x. Let us introduce an auxiliary function φ(x;λ) by

φ(x;λ)
def
=
η(x+ 1;λ)− η(x;λ)

η(1;λ)
, φ(0;λ) = 1, (6.6)

which connects potential functions B(x;λ + δ), D(x;λ + δ) with B(x + 1;λ), D(x;λ) in
systems with η(x) ̸= x:

B(x;λ+ δ) = κ−1φ(x+ 1;λ)

φ(x;λ)
B(x+ 1;λ), (6.7)

D(x;λ+ δ) = κ−1φ(x− 1;λ)

φ(x;λ)
D(x;λ). (6.8)

Likewise the groundstate eigenvector ϕ0(x) with λ and λ+ δ are related√
B(0 ;λ)ϕ0(x ;λ+ δ) = φ(x ;λ)

√
B(x ;λ)ϕ0(x ;λ), (6.9)√

B(0 ;λ)ϕ0(x ;λ+ δ) = φ(x ;λ)
√
D(x+ 1 ;λ)ϕ0(x+ 1 ;λ). (6.10)

Crum’s theorem tells that the eigenvectors ϕn(x ;λ) and ϕn−1(x ;λ+ δ) are related by A(λ)
and A(λ)†:

A(λ)ϕn(x;λ) = E(n)(λ)ϕn−1

(
x;λ+ δ

)
/
√
B(0;λ) (6.11)

A(λ)†ϕn−1

(
x;λ+ δ

)
= ϕn(x;λ)×

√
B(0;λ), (6.12)

in which the factor
√
B(0;λ) is introduced for convenience.

6.2.1 Exercise

1. Verify the relations among potential functions (6.7), (6.8) for various systems listed in
§3.2.1, §3.2.2.

2. Show that the relations satisfied by the groundstate vector ϕ0(x) (6.9), (6.10) are the
consequences of (6.7), (6.8) and (3.20).
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6.3 Universal Rodrigues Formula

Let us introduce the forward and backward shift operators F(λ) and B(λ) acting on the
polynomial eigenfunctions {P̌n(x ;λ)}:

F(λ)
def
= ϕ0(x;λ+ δ)−1 · A(λ) · ϕ0(x;λ)×

√
B(0;λ)

= B(0;λ)φ(x;λ)−1(1− e∂), (6.13)

B(λ) def
= ϕ0(x;λ)

−1 · A(λ)† · ϕ0(x;λ+ δ)× 1√
B(0;λ)

=
1

B(0;λ)

(
B(x;λ)−D(x;λ)e−∂

)
φ(x;λ), (6.14)

H̃ = B(λ)F(λ) = B(x ;λ)(1− e∂) +D(x ;λ)(1− e−∂), (6.15)

F(λ)P̌n(x ;λ) = E(n;λ)P̌n−1(x ;λ+ δ), (6.16)

B(λ)P̌n−1(x ;λ+ δ) = P̌n(x ;λ). (6.17)

By taking the hermitian conjugate of the forward shift operator F(λ) (6.13), we obtain

A(λ)† ∝ ϕ0(x;λ)
−1 · D(λ) · ϕ0(x;λ+ δ), (6.18)

D(λ)
def
= (1− e−∂)φ(x;λ)−1. (6.19)

By applying the above formula to the shape invariance formula (6.3) and imposing the
universal normalisation (3.31), we obtain universal Rodrigues formula for all the orthogonal
polynomials of a discrete variable in the Askey scheme:

Pn(η(x;λ);λ) = ϕ0(x;λ)
−2 ·

n−1∏
j=0

D(λ+ jδ) · ϕ2
0(x;λ+ nδ). (6.20)

This is especially simple for the systems with η(x) = x, Pn(x;λ) = ϕ0(x;λ)
−2 · (1− e−∂)n ·

ϕ0(x;λ + nδ)2, which holds e.g. for the Krawtchouk (3.34), Meixner (3.38) and Charlier
(3.41). It is easy to convince that the universal normalisation Pn(0) = 1 is satisfied. In (6.20),
the term involving e−m∂ (1 ≤ m ≤ n) all vanish at x = 0 because of ϕ2

0(−m;λ + nδ) = 0
due to (3.44). The rest is simply ϕ0(0;λ)

−2ϕ2
0(0;λ+nδ) = 1 due to the boundary condition

of ϕ0(x) at x = 0, (3.21).

6.3.1 Exercise

Calculate explicitly P1 and P2 of the Krawtchouk (3.34), Meixner (3.38) and Charlier (3.41)
by using the universal Rodrigues formula (6.20).

7 Solvability in Heisenberg Picture

In QM the Schrödinger picture and the Heisenberg picture are known. So far we have
discussed exactly solvable simplest QM in the Schrödinger picture. In this section we show
that the same systems are solvable in the Heisenberg picture, too.
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In the Heisenberg picture, the observables depend on time and the states are fixed.
Heisenberg equation for the observable Â(t) read

∂

∂t
Â(t) = i [H, Â(t)]. (7.1)

By picking up an arbitrary normalised orthogonal functions {ϕ̂n(x)}, one can rewrite the
above equation in matrix form:

∂

∂t
Ân,m(t) = i

∞∑
k=0

(
Hn,kÂk,m(t)− Ân,k(t)Hk,m

)
,

Ân,m(t)
def
=

∫
ϕ̂n(x)

∗Â(t)ϕ̂m(x)dx, Hn,m
def
=

∫
ϕ̂n(x)

∗Hϕ̂m(x)dx.

The formal solution of the Heisenberg equation (7.1)

Â(t) = eitHÂ(0)e−itH =
∞∑
n=0

(it)n

n!
(adH)nÂ(0),

is expressed concisely in terms of adjoint operator (adH)X
def
= [H, X]. As seen from the

Heisenberg equation (7.1) (adH)nÂ(0) corresponds to the n-th time derivative of Â(t) at
t = 0. For explicit closed form result one has to calculate multiple commutators

[H, [H, · · · , [H, Â(0)]] · · · ]

and evaluate the infinite sum. This is why the Heisenberg equations are considered in-
tractable for most of the observables.

Here we show that the Heisenberg operator solution for the sinusoidal coordinate η(x)

eitHη(x)e−itH

can be obtained explicitly in a closed form for all the exactly solvable simplest QM [6]. The
sinusoidal coordinate η(x) is the argument of the eigenpolynomial Pn(η(x)) in the factorised
form of the eigenvector ϕn(x) (3.22). As shown in the preceding sections, for the matrix
interpretation of the Hamiltonian H, η(x) is a diagonal matrix. For the difference operator
interpretation, it is just a function.

7.1 Closure Relation

It is easy to see that the following closure relation is a sufficient condition for the exact
solvability of the Heisenberg equation for the sinusoidal coordinate,

[H, [H, η(x)] ] = η(x)R0(H) + [H, η(x)]R1(H) +R−1(H),

(adH)2η(x) = η(x)R0(H) + (adH)η(x)R1(H) +R−1(H),
(7.2)
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in which Ri(y), (i = 0,±1) is a polynomial in y. By similarity transformation in terms of
ϕ0(x ;λ) (3.20), (7.2) reads

[H̃, [H̃, η(x)] ] = η(x)R0(H̃) + [H̃, η(x)]R1(H̃) +R−1(H̃),

(ad H̃)2η(x) = η(x)R0(H̃) + (ad H̃)η(x)R1(H̃) +R−1(H̃),
(7.3)

The l.h.s. consists of the operators e2∂, e∂, 1, e−∂, e−2∂ and H contains e±∂. Thus Ri can be
parametrised as

R1(z) = r
(1)
1 z + r

(0)
1 , R0(z) = r

(2)
0 z2 + r

(1)
0 z + r

(0)
0 , R−1(z) = r

(2)
−1z

2 + r
(1)
−1z + r

(0)
−1. (7.4)

The coefficients r
(j)
i depend on the overall normalisation of the Hamiltonian and the sinu-

soidal coordinate: r
(j)
1 ∝ B(0)1−j, r

(j)
0 ∝ B(0)2−j, r

(j)
−1 ∝ η(1)B(0)2−j.

Based on the closure relation (7.2), the triple commutator [H, [H, [H, η(x)]]] ≡ (adH)3η(x)
is expressed as a linear combination of η(x) and [H, η(x)] with polynomial coefficients in H,

(adH)3η(x) = [H, η(x)]R0(H) + [H, [H, η(x)]]R1(H)

= η(x)R0(H)R1(H) + (adH)η(x)
(
R1(H)2 +R0(H)

)
+R−1(H)R1(H).

The closure relation (7.2) can be understood as the Cayley-Hamilton theorem for the operator
adH acting on η(x). The fact that the closure occurs at the second order reflects that the
Schrödinger equation is second order. Thus the higher order commutator (adH)nη(x) is also
expressed as a linear combination of η(x) and [H, η(x)] with polynomial coefficients in H.
We arrive at the desired result

eitHη(x)e−itH =
∞∑
n=0

(it)n

n!
(adH)nη(x)

= [H, η(x)]e
iα+(H)t − eiα−(H)t

α+(H)− α−(H)
−R−1(H)R0(H)−1

+
(
η(x) +R−1(H)R0(H)−1

)−α−(H)eiα+(H)t + α+(H)eiα−(H)t

α+(H)− α−(H)
. (7.5)

This simply means that η(x) undergoes a sinusoidal motion with two frequencies α±(H)
depending on the energy:

α±(H)
def
= 1

2

(
R1(H)±

√
R1(H)2 + 4R0(H)

)
, (7.6)

α+(H) + α−(H) = R1(H), α+(H)α−(H) = −R0(H). (7.7)

The explanation is simple. The general solution of a three term recurrence relation with
constant coefficients

αan+2 + βan+1 + γan = 0, n = 0, 1, . . . , α, β, γ ∈ C,

is given by the roots of the corresponding quadratic equation,

αx2 + βx+ γ = 0, x±
def
=

−β ±
√
β2 − 4αγ

2α
,

an = A(x+)
n +B(x−)

n, A+B = a0, Ax+ +Bx− = a1.
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The closure relation (7.2) becomes a three term recurrence relation by shifting η(x),

(adH)2η̃(x)− (adH)η̃(x)R1(H)− η̃(x)R0(H) = 0,

η̃(x)
def
= η(x) +R−1(H)R0(H)−1,

giving rise to the solution

(adH)nη̃(x) = Aα+(H)n +Bα−(H)n,

A = −η̃(x) α−(H)

α+(H)− α−(H)
+ [H, η(x)] 1

α+(H)− α−(H)
,

B = η̃(x)
α+(H)

α+(H)− α−(H)
− [H, η(x)] 1

α+(H)− α−(H)
.

Summing them up produces eiα±(H)t in the solution (7.5).
The energy spectrum (eigenvalues) are determined by the overdetermined equations

(E(0) = 0)

E(n+ 1;λ)− E(n;λ) = α+(E(n;λ)) = E(1;λ+ nδ), (7.8)

E(n− 1;λ)− E(n;λ) = α−(E(n;λ)) = −E(1;λ+ (n− 1)δ). (7.9)

It is interesting to verify that the quantity R1(E(n))2 + 4R0(E(n)) inside of the square root
in α±(H) (7.6) is a complete square for exactly solvable systems.

7.2 Creation and Annihilation Operators

By combining the three term recurrence relation for Pn(η) (4.3) and the factorised form of
the eigenvectors (3.22), we obtain

η(x)ϕn(x) = Anϕn+1(x) +Bnϕn(x) + Cnϕn−1(x) (n ≥ 0). (7.10)

When the Heisenberg operator solution (7.5) is applied to the eigenvector ϕn(x), we obtain

eitHη(x)e−itHϕn(x)

= eit(E(n+1)−E(n))Anϕn+1(x) +Bnϕn(x) + eit(E(n−1)−E(n))Cnϕn−1(x)

= eitα+(E(n))Anϕn+1(x) +Bnϕn(x) + eitα−(E(n))Cnϕn−1(x) (7.11)

We find out creation a(+) and the annihilation a(−) operators as the coefficients of eiα±(H)t:

eitHη(x)e−itH

= a(+)eiα+(H)t + a(−)eiα−(H)t −R−1(H)R0(H)−1, (7.12)

a(±) def
= ±

(
[H, η(x)]− η̃(x)α∓(H)

)(
α+(H)− α−(H)

)−1

= ±
(
α+(H)− α−(H)

)−1
(
[H, η(x)] + α±(H)η̃(x)

)
, (7.13)

a(+) † = a(−), (7.14)

a(+)ϕn(x) = Anϕn+1(x), a(−)ϕn(x) = Cnϕn−1(x), (7.15)

Bn = −R−1(E(n))R0(E(n))−1 = −(An + Cn). (7.16)
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The above Bn formula (7.16) is quite interesting. It is independent of the normalisation
of the polynomials. The coefficients R0, R−1 are independent of the eigenpolynomial, as
they are determined by the Hamiltonian and the sinusoidal coordinate. But they are related
with the eigenpolynomial through the spectrum E(n). The eigenvectors of the excited states
{ϕn(x)} are obtained by multiple application of the creation operators on the groundstate
eigenvector ϕ0(x), ϕn(x) ∝ (a(+))nϕ0(x). This is the exact solvability in the Heisenberg
picture.

The eigenvector of the annihilation operator is the coherent state. It is interesting to
calculate the coherent states explicitly for various systems.

7.3 Determination of An and Cn

The starting point is the three term recurrence relations of the polynomial Pn(η) and its
dual Qx(E):

η(x)Pn(η(x)) = An

(
Pn+1(η(x))− Pn(η(x))

)
+ Cn

(
Pn−1(η(x))− Pn(η(x))

)
, (7.17)

E(n)Qx(E(n)) = B(x)
(
Qx(E(n))−Qx+1(E(n))

)
+D(x)

(
Qx(E(n))−Qx−1(E(n))

)
. (7.18)

By putting x = 0 in (7.18) and using Q0 = 1, D(0) = 0, we obtain

Pn(η(1)) = Q1(E(n)) =
E(n)−B(0)

−B(0)
, (7.19)

in which the first equality is due to the duality (4.16). Next, by putting x = 1 in (7.17) and
using (7.19), we obtain

η(1)(E(n)−B(0)) = An(E(n+ 1)− E(n)) + Cn(E(n− 1)− E(n)). (7.20)

The two equations (7.16) and (7.20) for n ≥ 1 give

An =

R−1(E(n))
R0(E(n))

(
E(n)− E(n− 1)

)
+ η(1)

(
E(n)−B(0)

)
E(n+ 1)− E(n− 1)

, (7.21)

Cn =

R−1(E(n))
R0(E(n))

(
E(n)− E(n+ 1)

)
+ η(1)

(
E(n)−B(0)

)
E(n− 1)− E(n+ 1)

, (7.22)

and for n = 0 we obtain from (7.16)

A0 = R−1(0)R0(0)
−1, C0 = 0. (7.23)

They are simplified (n ≥ 1) in terms of α±:

An =
R−1(E(n)) + η(1)

(
E(n)−B(0)

)
α+(E(n))

α+(E(n))
(
α+(E(n))− α−(E(n))

) , (7.24)

Cn =
R−1(E(n)) + η(1)

(
E(n)−B(0)

)
α−(E(n))

α−(E(n))
(
α−(E(n))− α+(E(n))

) . (7.25)
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Note that (7.20) for n = 0 gives another important relation

A0E(1) +B(0)η(1) = 0. (7.26)

This relation ensures that the expression for Cn (7.25) vanishes for n = 0. Written differently,
the above relation (7.26) means another dual relation

B(0)

E(1)
=

−A0

η(1)
, (7.27)

between the two intensive quantities. That is they are independent of the overall normali-
sation of the Hamiltonian H of the polynomial system.

7.4 Closure Relation Data and An, Cn

It is straightforward to calculate the closure relation (7.2), (7.3) for simpler systems. For
the Krawtchouk (3.34), Meixner (3.38) and Charlier (3.41), R1 = 0 and R0 = 1, R−1 ̸= 0,
meaning α± = ±1. This leads to the linear spectrum E(n) = n (7.8), (7.9) and simple
expressions of the creation/annihilation operators (7.13), the coefficients of the three term
recurrence relation An, Cn (7.24), (7.25).

1. Krawtchouk (3.34); R1 = 0, R0 = 1, R−1(z) = (2p − 1)z − pN ⇒ An = −p(N − n),
Cn = −(1 − p)n. This polynomial is self-dual. That is, −An, −Cn are obtained from
B(x), D(x) by the replacement x → n. The dual Krawtchouk polynomial is exactly
the same as the Krawtchouk polynomial.

2. Meixner (3.38); R1 = 0, R0 = 1, R−1(z) = −1+c
1−c

z − βc
1−c

⇒ An = − c
1−c

(n + β),

Cn = − 1
1−c

. The Meixner is also self-dual.

3. Charlier (3.41); R1 = 0, R0 = 1, R−1(z) = −z−a⇒ An = −a, Cn = −n. The Charlier
is self-dual, too.

It is interesting to calculate the closure relation (7.2) and derive the coefficients of the three
term recurrence An, Cn explicitly (7.24), (7.25).

4. Hahn (3.45); R1 = 2, R0(z) = 4z + (a+ b− 2)(a+ b),
R−1(z) = −(2N − a+ b)z − a(a+ b− 2)N ,

⇒ −An =
(n+ a)(n+ a+ b− 1)(N − n)

(2n− 1 + a+ b)(2n+ a+ b)
, −Cn =

n(n+ b− 1)(n+ a+ b+N − 1)

(2n− 2 + a+ b)(2n− 1 + a+ b)
.

These are the same as B(x), D(x) of the dual Hahn (3.46) with x replaced by n.

5. dual Hahn (3.46); R1 = 0, R0 = 1, R−1(z) = 2z2 − (2N − a+ b)z − aN ,

⇒ −An = (n+ a)(N − n), −Cn = −n(b+N − n).

These are the same as B(x), D(x) of the Hahn (3.45) with x replaced by n.
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6. q-Hahn (3.47); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z + (1 + abq−1),

R0(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 − ab(1 + q−1)2

)
,

R−1(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 −

(
a(1 + bq−1) + (1 + aq−1)q−N

)
z′

+ a(1 + q−1)
(
(a− 1)bq−1 + (1 + bq−1)q−N

))
,

⇒− An =
(qn−N − 1)(1− aqn)(1− abqn−1)

(1− abq2n−1)(1− abq2n)
,

− Cn = aqn−N−1 (1− qn)(1− abqn+N−1)(1− bqn−1)

(1− abq2n−2)(1− abq2n−1)
.

These are the same as B(x), D(x) of the dual q-Hahn (3.48) with x replaced by n.

7. dual q-Hahn (3.48); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z + 1, R0(z) = (q−

1
2 − q

1
2 )2z′ 2,

R−1(z) = (q−
1
2 − q

1
2 )2

(
(1 + abq−1)z′ 2 −

(
a(1 + bq−1) + (1 + aq−1)q−N

)
z′

+ a(1 + q−1)q−N
)
,

⇒ −An = (1− aqn)(qn−N − 1), −Cn = aq−1(1− qn)(qn−N − b).

These are the same as B(x), D(x) of the q-Hahn (3.47) with x replaced by n.

8. Quantum q-Krawtchouk (3.49); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z − 1,

R0(z) = (q−
1
2 − q

1
2 )2z′ 2,

R−1(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 + p−1(1 + p+ q−N−1)z′ + p−1(1 + q−1)

)
,

⇒− An = p−1q−n−N−1(1− qN−n), −Cn = (q−n − 1)(1− p−1q−n).

9. q-Krawtchouk (3.50); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z + 1− p,

R0(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 + p(q−

1
2 + q

1
2 )2

)
,

R−1(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 + (p− q−N)z′ + p(1 + q−1)(1− q−N)

)
,

⇒− An =
(qn−N − 1)(1 + pqn)

(1 + pq2n)(1 + pq2n+1)
, −Cn = pq2n−N−1 (1− qn)(1 + pqn+N)

(1 + pq2n−1)(1 + pq2n)
.

10. affine q-Krawtchouk (3.52); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z + 1,

R0(z) = (q−
1
2 − q

1
2 )2z′ 2,

R−1(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 − (pq + (1 + p)q−N)z′ + p(1 + q)q−N

)
,

⇒− An = (qn−N − 1)(1− pqn+1), −Cn = pqn−N(1− qn).

11. little q-Jacobi (3.53); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z + 1 + abq,

R0(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 − ab(1 + q)2

)
,

R−1(z) = (q−
1
2 − q

1
2 )2

(
−z′ 2 + (1 + a)z′ − a(1 + q)(1− bq)

)
,

⇒− An = aq2n+1 (1− bqn+1)(1− abqn+1)

(1− abq2n+1)(1− abq2n+2)
, −Cn =

(1− qn)(1− aqn)

(1− abq2n)(1− abq2n+1)
.
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12. little q-Laguerre (3.54); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z+1, R0(z) = (q−

1
2 − q

1
2 )2z′ 2,

R−1(z) = (q−
1
2 − q

1
2 )2

(
−z′ 2 + (1 + a)z′ − a(1 + q)

)
,

⇒− An = aq2n+1, −Cn = (1− qn)(1− aqn).

These are the same as B(x), D(x) of the Al-Salam Carlitz II (3.55) with x replaced by
n.

13. Al-Salam Carlitz II (3.55); R1(z) = (q−
1
2−q 1

2 )2z′, z′
def
= z−1, R0(z) = (q−

1
2−q 1

2 )2z′ 2,

R−1(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 + (1 + a)z′

)
,

⇒− An = aq−n, −Cn = (q−n − 1).

These are the same as B(x), D(x) of the little q-Laguerre (3.54) with x replaced by n.

14. alternative q-Charlier (3.56); R1(z) = (q−
1
2 − q

1
2 )2z′, z′

def
= z + 1− a,

R0(z) = (q−
1
2 − q

1
2 )2

(
z′ 2 + a(q−

1
2 + q

1
2 )2

)
,

R−1(z) = (q−
1
2 − q

1
2 )2

(
−z′ 2 + z′ − a(1 + q)

)
,

⇒− An = aq3n+1 1 + aqn

(1 + aq2n)(1 + aq2n+1)
, −Cn =

1− qn

(1 + aq2n−1)(1 + aq2n)
.

7.4.1 Exercise

Based on the above data of Rj(z), j = 0,±1, determine the eigenvalues {E(n)} as solutions
of the overdetermined equations (7.8), (7.9) for various systems.

8 New orthogonal polynomials in Simplest QM (rdQM)

In this section we will present new orthogonal polynomials obtained by deforming those
polynomials constituting the eigenpolynomials of the Simplest QM. As the the most generic
members in this group we choose the Racah and q-Racah polynomials [35]. For the others,
e.g. the multi-indexed Meixner or little q-Jacobi, etc., see [37].

8.1 Classical polynomials: the Racah and q-Racah

The Racah (R) and q-Racah (qR) systems contain four real parameters a, b, c, d and q for
qR, which are symbolically denoted by λ:

R : λ = (a, b, c, d), δ = (1, 1, 1, 1), κ = 1, (8.1)

qR : qλ = (a, b, c, d), δ = (1, 1, 1, 1), κ = q−1, 0 < q < 1, (8.2)
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where qλ stands for q(λ1,λ2,...) = (qλ1 , qλ2 , . . .). The potential functions B(x) and D(x) are:

B(x;λ)=


−(x+ a)(x+ b)(x+ c)(x+ d)

(2x+ d)(2x+ 1 + d)
: R

−(1− aqx)(1− bqx)(1− cqx)(1− dqx)

(1− dq2x)(1− dq2x+1)
: qR

, (8.3)

D(x;λ)=


−(x+ d− a)(x+ d− b)(x+ d− c)x

(2x− 1 + d)(2x+ d)
: R

−d̃ (1− a−1dqx)(1− b−1dqx)(1− c−1dqx)(1− qx)

(1− dq2x−1)(1− dq2x)
: qR,

(8.4)

in which a new parameter d̃ is defined by

d̃
def
=

{
a+ b+ c− d− 1 : R
abcd−1q−1 : qR

. (8.5)

We adopt the following choice of the parameter ranges:

R : a = −N, 0 < d < a+ b, 0 < c < 1 + d, (8.6)

qR : a = q−N , 0 < ab < d < 1, qd < c < 1. (8.7)

The eigenvalue problem and its factorised eigenvectors are:

H(λ)ϕn(x;λ) = E(n;λ)ϕn(x;λ) (x = 0, 1, . . . , N ;n = 0, 1, . . . , N), (8.8)

ϕn(x;λ) = ϕ0(x;λ)P̌n(x;λ), (8.9)

E(n;λ) =
{
n(n+ d̃) : R

(q−n − 1)(1− d̃qn) : qR
η(x;λ) =

{
x(x+ d) : R
(q−x − 1)(1− dqx) : qR

(8.10)

P̌n(x;λ) = Pn

(
η(x;λ);λ

)
=


4F3

(−n, n+ d̃, −x, x+ d

a, b, c

∣∣∣ 1) : R

4ϕ3

(q−n, d̃qn, q−x, dqx

a, b, c

∣∣∣ q ; q) : qR

(8.11)

ϕ0(x;λ)
2 =


(a, b, c, d)x

(1 + d− a, 1 + d− b, 1 + d− c, 1)x

2x+ d

d
: R

(a, b, c, d ; q)x

(a−1dq, b−1dq, c−1dq, q ; q)x d̃x
1− dq2x

1− d
: qR

, (8.12)

dn(λ)
2 =



(a, b, c, d̃)n

(1 + d̃− a, 1 + d̃− b, 1 + d̃− c, 1)n

2n+ d̃

d̃

×(−1)N(1 + d− a, 1 + d− b, 1 + d− c)N

(d̃+ 1)N(d+ 1)2N
: R

(a, b, c, d̃ ; q)n

(a−1d̃q, b−1d̃q, c−1d̃q, q ; q)n dn
1− d̃q2n

1− d̃

×(−1)N(a−1dq, b−1dq, c−1dq ; q)N d̃
Nq

1
2
N(N+1)

(d̃q ; q)N(dq ; q)2N
: qR

. (8.13)
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Here (a)n ((a; q)n) is the (q-)shifted factorial ((q-)Pochhammer symbol), see (A.1), (A.2).
The (q-)Racah polynomials are expressed by truncated (basic)-hypergeometric series

(8.11) and they are polynomials in the sinusoidal coordinates η(x;λ) (8.10). In fact, if
a (Laurent) polynomial f̌ in x (qx) is invariant under the involution I

I(x) = −x− d : R, I(qx) = q−xd−1 : qR, I2 = id, (8.14)

I
(
f̌(x)

)
= f̌(x) ⇔ f̌(x) = f

(
η(x;λ)

)
, (8.15)

it is a polynomial in the sinusoidal coordinate η(x;λ). The parameter dependence of η(x;λ)
is important, since parameters are shifted by the multi-indexed deformation.

By similarity transforming H in terms of the ground state eigenfunction ϕ0(x), we obtain

the second order difference operator H̃ governing the classical polynomial P̌n(x):

H̃ def
= ϕ0(x) ◦ H ◦ ϕ0(x) = B(x)(1− e∂) +D(x)(1− e−∂),

B(x)
(
P̌n(x)− P̌n(x+ 1)

)
+D(x)

(
P̌n(x)− P̌n(x− 1)

)
= E(n)P̌n(x).

8.2 Discrete symmetry and virtual state vectors

Here we introduce discrete symmetry and virtual state vectors of the (q-)Racah system. In or-
dinary QM, the virtual state solutions are square non-integrable solutions of the Schrödinger
equation. In the (q-)Racah case, the Hamiltonians are finite-dimensional real symmetric tri-
diagonal matrices. The eigenvalue equation for a given Hamiltonian matrix cannot have any
extra solution other than the genuine eigenvectors. Thus we will use the term virtual state
vectors . As will be shown shortly, virtual state vectors are the ‘solutions’ of the eigenvalue
problem for a virtual Hamiltonian H′, except for one of the boundaries, x = xmax (8.30). For
the polynomials corresponding to infinite dimensional matrix eigenvalue problems, another
type of virtual state vectors is possible [37].

By the twist operation t of the parameters:

t(λ)
def
= (λ4 − λ1 + 1, λ4 − λ2 + 1, λ3, λ4), t2 = id, (8.16)

we introduce two functions B′(x) and D′(x) by

B′(x;λ)
def
= B

(
x; t(λ)

)
, D′(x;λ)

def
= D

(
x; t(λ)

)
, (8.17)

namely,

B′(x;λ) =


−(x+ d− a+ 1)(x+ d− b+ 1)(x+ c)(x+ d)

(2x+ d)(2x+ 1 + d)
: R

−(1− a−1dqx+1)(1− b−1dqx+1)(1− cqx)(1− dqx)

(1− dq2x)(1− dq2x+1)
: qR

, (8.18)

D′(x;λ) =


−(x+ a− 1)(x+ b− 1)(x+ d− c)x

(2x− 1 + d)(2x+ d)
: R

−cdq
ab

(1− aqx−1)(1− bqx−1)(1− c−1dqx)(1− qx)

(1− dq2x−1)(1− dq2x)
: qR

. (8.19)
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We restrict the parameter range to

R : d+M < a+ b, qR : ab < dqM , (8.20)

in which M is a positive integer and later it will be identified with the possible maximal
number of repeated Darboux transformations. It is easy to verify

B(x;λ)D(x+ 1;λ) = α(λ)2B′(x;λ)D′(x+ 1;λ), (8.21)

B(x;λ) +D(x;λ) = α(λ)
(
B′(x;λ) +D′(x;λ)

)
+ α′(λ), (8.22)

B′(x;λ) > 0 (x = 0, 1, . . . , xmax +M − 1), (8.23)

D′(x;λ) > 0 (x = 1, 2, . . . , xmax), D′(0;λ) = D′(xmax + 1;λ) = 0. (8.24)

Here the constant α(λ) is positive and α′(λ) is negative:

0 < α(λ) =

{
1 : R
abd−1q−1 : qR,

0 > α′(λ) =

{
−c(a+ b− d− 1) : R
−(1− c)(1− abd−1q−1) : qR.

(8.25)

The above relations (8.21)–(8.24) imply a linear relation between the original Hamiltonian
H and virtual Hamiltonian H′

H(λ) = α(λ)H′ + α′(λ), H′ def
= H

(
t(λ)

)
, (8.26)

which is defined by the twisted parameters (the λ dependence is suppressed for simplicity):

H
(
t(λ)

)
= −

√
B′(x) e∂

√
D′(x)−

√
D′(x) e−∂

√
B′(x) +B′(x) +D′(x). (8.27)

This means that H(t(λ)) is positive definite and it has no zero-mode. In other words, the
two term recurrence relation determining the ‘zero-mode’ of H(t(λ))

A
(
t(λ)

)
=

√
B′(x;λ)− e∂

√
D′(x;λ),

A
(
t(λ)

)
ϕ̃0(x;λ) = 0 (x = 0, 1, . . . , xmax − 1), (8.28)

can be ‘solved’ from x = 0 to x = xmax − 1 to determine all the components

ϕ̃0(x;λ)
def
=

√√√√x−1∏
y=0

B′(y;λ)

D′(y + 1;λ)
(x = 0, 1, . . . , xmax). (8.29)

But at the end point x = xmax, the ‘zero-mode’ equation (8.28) is not satisfied. The eigen-
value problem for the virtual Hamiltonian

H′(λ)φ̃v(x;λ) = E ′
v(λ)φ̃v(x;λ), (8.30)

can be solved except for the end point x = xmax by the factorisation ansatz

φ̃v(x;λ)
def
= ϕ̃0(x;λ)ξ̌v(x;λ),
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as in the original (q-)Racah system. By using the explicit form of ϕ̃0(x;λ) (8.29), the new
Schrödinger equation for x = 0, . . . , xmax − 1 is rewritten as

B′(x;λ)
(
ξ̌v(x;λ)− ξ̌v(x+1;λ)

)
+D′(x;λ)

(
ξ̌v(x;λ)− ξ̌v(x− 1;λ)

)
= E ′

v(λ)ξ̌v(x;λ). (8.31)

This is the same form of equation as that for the (q-)Racah polynomials. So its solution for
x ∈ C is given by the (q-)Racah polynomial (8.11) with the twisted parameters:

ξ̌v(x;λ) = P̌v

(
x; t(λ)

)
, E ′

v(λ) = Ev
(
t(λ)

)
. (8.32)

Among such ‘solutions’ of (8.30), those with the negative energy and having definite sign

ξ̌v(x;λ) > 0 (x = 0, 1, . . . , xmax, xmax + 1; v ∈ V), (8.33)

Ẽv(λ) < 0 (v ∈ V), (8.34)

are called the virtual state vectors : {φ̃v(x)}, v ∈ V . The index set of the virtual state vectors
is

V = {1, 2, . . . , vmax}, vmax = min
{
[λ1 + λ2 − λ4 − 1]′, [1

2
(λ1 + λ2 − λ3 − λ4)]

}
, (8.35)

where [x] denotes the greatest integer not exceeding x and [x]′ denotes the greatest integer
not equal or exceeding x. The negative virtual state energy conditions (8.34) is met by
vmax ≤ [λ1 + λ2 − λ4 − 1]′. For the positivity of ξ̌v(x;λ) (8.33), we write them down
explicitly:

ξ̌v(x;λ) =


4F3

(−v, v− a− b+ c+ d+ 1, −x, x+ d

d− a+ 1, d− b+ 1, c

∣∣∣ 1) : R

4ϕ3

(q−v, a−1b−1cdqv+1, q−x, dqx

a−1dq, b−1dq, c

∣∣∣ q ; q) : qR
(8.36)

=


v∑

k=0

(−v, v− a− b+ c+ d+ 1,−x, x+ d)k
(d− a+ 1, d− b+ 1, c)k

1

k!
: R

v∑
k=0

(q−v, a−1b−1cdqv+1, q−x, dqx; q)k
(a−1dq, b−1dq, c; q)k

qk

(q; q)k
: qR

. (8.37)

Each k-th term in the sum is non-negative for 2vmax ≤ λ1 + λ2 − λ3 − λ4. As shown shortly
(8.47), it is the virtual state polynomial ξ̌v(x) rather than the full virtual state vector φ̃v(x)
that plays an important role in the Darboux transformations.
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For later use, we summarise the properties of the virtual state vectors:

ϕ̃0(x;λ)
def
= ϕ0

(
x; t(λ)

)
, φ̃v(x;λ)

def
= ϕv

(
x; t(λ)

)
= ϕ̃0(x;λ)ξ̌v(x;λ), (8.38)

ξ̌v(x;λ)
def
= P̌v

(
x; t(λ)

)
= Pv

(
η(x; t(λ)); t(λ)

)
, (8.39)

H(λ)φ̃v(x;λ) = Ẽv(λ)φ̃v(x;λ) (x = 0, 1, . . . , xmax − 1),

H(λ)φ̃v(xmax;λ) ̸= Ẽv(λ)φ̃v(xmax;λ), E ′
v(λ) = Ev

(
t(λ)

)
, (8.40)

Ẽv(λ) = α(λ)E ′
v(λ) + α′(λ) =

{
−(c+ v)(a+ b− d− 1− v) : R
−(1− cqv)(1− abd−1q−1−v) : qR

, (8.41)

ν(x;λ)
def
=
ϕ0(x;λ)

ϕ̃0(x;λ)
=


Γ(1− a)Γ(x+ b)Γ(d− a+ 1)Γ(b− d− x)

Γ(1− a− x)Γ(b)Γ(x+ d− a+ 1)Γ(b− d)
: R

(a−1q1−x, b, a−1dqx+1, bd−1; q)∞
(a−1q, bqx, a−1dq, bd−1q−x; q)∞

: qR
. (8.42)

Note that α′(λ) = Ẽ0(λ) < 0. The function ν(x;λ) can be analytically continued into a
meromorphic function of x or qx through the functional relations:

ν(x+ 1;λ) =
B(x;λ)

αB′(x;λ)
ν(x;λ), ν(x− 1;λ) =

D(x;λ)

αD′(x;λ)
ν(x;λ). (8.43)

By B(xmax;λ) = 0, it vanishes for integer xmax + 1 ≤ x ≤ xmax +M , ν(x;λ) = 0, and at
negative integer points it takes nonzero finite values in general.

8.3 Darboux transformations

Darboux transformations for the simplest QM have been introduced in [20], in which Wron-
skian’s roles are played by Casoratians. The Casorati determinant of a set of n functions
{fj(x)} is defined by

WC [f1, . . . , fn](x)
def
= det

(
fk(x+ j − 1)

)
1≤j,k≤n

, (8.44)

(for n = 0, we set W[·](x) = 1), which satisfies identities

WC [gf1, gf2, . . . , gfn](x) =
n−1∏
k=0

g(x+ k) ·WC [f1, f2, . . . , fn](x), (8.45)

WC

[
WC [f1, f2, . . . , fn, g],WC [f1, f2, . . . , fn, h]

]
(x)

= WC [f1, f2, . . . , fn](x+ 1)WC [f1, f2, . . . , fn, g, h](x) (n ≥ 0). (8.46)

For simplicity of presentation the parameter (λ) dependence of various quantities is sup-
pressed in this subsection. Let us deform the (q-)Racah system by a Darboux transformation
with a seed ‘solution’ which is one of the virtual state vectors φ̃d1(x) (1 ≤ d1 ∈ V) (8.38).
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We rewrite the original Hamiltonian in such a factorisation in which the virtual state
vectors φ̃d1(x) are almost annihilated except for the upper end point:

H = Â†
d1
Âd1 + Ẽd1 ,

Âd1
def
=

√
B̂d1(x)− e∂

√
D̂d1(x), Â†

d1
=

√
B̂d1(x)−

√
D̂d1(x) e

−∂,

Âd1φ̃d1(x) = 0 (x = 0, 1, . . . , xmax − 1), Âd1φ̃d1(xmax) ̸= 0.

This is achieved by introducing potential functions B̂d1(x) and D̂d1(x) determined by the
virtual state polynomial ξ̌d1(x):

B̂d1(x)
def
= αB′(x)

ξ̌d1(x+ 1)

ξ̌d1(x)
, D̂d1(x)

def
= αD′(x)

ξ̌d1(x− 1)

ξ̌d1(x)
. (8.47)

We have B̂d1(x) > 0 (x = 0, 1, . . . , xmax), D̂d1(0) = D̂d1(xmax + 1) = 0, D̂d1(x) > 0 (x =
1, 2, . . . , xmax) and

B(x)D(x+ 1) = B̂d1(x)D̂d1(x+ 1), B(x) +D(x) = B̂d1(x) + D̂d1(x) + Ẽd1 ,

where use is made of (8.31) in the second equation.
A new deformed Hamiltonian system with Hd1 , ϕd1n(x), φ̃d1v(x), is obtained by changing

the order of the two matrices Â†
d1

and Âd1 :

Hd1
def
= Âd1Â

†
d1
+ Ẽd1 , (8.48)

ϕd1n(x)
def
= Âd1ϕn(x) (x = 0, 1, . . . , xmax;n = 0, 1, . . . , nmax), (8.49)

φ̃d1v(x)
def
= Âd1φ̃v(x) + δx,xmaxρd1v (x = 0, 1, . . . , xmax; v ∈ V\{d1}), (8.50)

ρd1v
def
= −

√
αB′(xmax) ϕ̃0(xmax)√
ξ̌d1(xmax)ξ̌d1(xmax + 1)

ξ̌d1(xmax)ξ̌v(xmax + 1), (8.51)

Hd1ϕd1n(x) = E(n)ϕd1n(x) (x = 0, 1, . . . , xmax;n = 0, 1, . . . , nmax), (8.52)

Hd1φ̃d1v(x) = Ẽvφ̃d1v(x) (x = 0, 1, . . . , xmax − 1; v ∈ V\{d1}),
Hd1φ̃d1v(xmax) ̸= Ẽvφ̃d1v(xmax), (8.53)

ϕd1n(x) =
−
√
αB′(x) ϕ̃0(x)√

ξ̌d1(x)ξ̌d1(x+ 1)
WC

[
ξ̌d1 , νP̌n

]
(x), (8.54)

φ̃d1v(x) =
−
√
αB′(x) ϕ̃0(x)√

ξ̌d1(x)ξ̌d1(x+ 1)
WC [ξ̌d1 , ξ̌v](x). (8.55)

The ρd1v term is necessary for the Casoratian expression for φ̃d1v(x) in (8.55) to hold at
x = xmax.

The non-classical orthogonal polynomial is extracted from the above CasoratianWC

[
ξ̌d1 , νP̌n

]
(x)

by separating certain kinematical factors as will be shown in the next subsection, see (8.65).
As in ordinary QM, the positivity of each virtual state vector is inherited by the next gen-
eration φ̃d1v.
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8.4 Multi-indexed (q-)Racah polynomials

Let us prepare a set of distinct positive integers which specify the degrees of virtual state
vectors:

D = {d1, d2, . . . , dM} ⊆ V . (8.56)

After M -step Darboux transformations, we arrive at the deformed Hamiltonian HD, A†
D,

AD, and its eigenvectors {ϕD,n(x)}:

HD = A†
DAD, HDϕD n(x) = E(n)ϕD n(x), (8.57)

ϕD n(x) =
(−1)M

√∏M
j=1 αB

′(x+ j − 1) ϕ̃0(x)WC [ξ̌d1 , . . . , ξ̌dM , νP̌n](x)√
WC [ξ̌d1 , . . . , ξ̌dM ](x)WC [ξ̌d1 , . . . , ξ̌dM ](x+ 1)

, (8.58)

AD
def
=

√
BD(x)− e∂

√
DD(x), A†

D =
√
BD(x)−

√
DD(x) e

−∂, (8.59)

with
ADϕD 0(x) = 0 (x = 0, 1, . . . , xmax).

The potential functions BD(x) and DD(x) are:

BD(x)
def
= αB′(x+M)

WC [ξ̌d1 , . . . , ξ̌dM ](x)

WC [ξ̌d1 , . . . , ξ̌dM ](x+ 1)

WC [ξ̌d1 , . . . , ξ̌dM , ν](x+ 1)

WC [ξ̌d1 , . . . , ξ̌dM , ν](x)
, (8.60)

DD(x)
def
= αD′(x)

WC [ξ̌d1 , . . . , ξ̌dM ](x+ 1)

WC [ξ̌d1 , . . . , ξ̌dM ](x)

WC [ξ̌d1 , . . . , ξ̌dM , ν](x− 1)

WC [ξ̌d1 , . . . , ξ̌dM , ν](x)
. (8.61)

In order to extract the multi-indexed (q-)Racah polynomials, we need some auxiliary
functions φ(x;λ) and φM(x;λ), M ∈ Z≥0:

φ(x;λ)
def
=
η(x+ 1;λ)− η(x;λ)

η(1;λ)
, (8.62)

φM(x;λ)
def
=

∏
1≤j<k≤M

η(x+ k − 1;λ)− η(x+ j − 1;λ)

η(k − j;λ)

=
∏

1≤j<k≤M

φ
(
x+ j − 1;λ+ (k − j − 1)δ

)
, (8.63)

and φ0(x;λ) = φ1(x;λ) = 1. Two polynomials Ξ̌D(x;λ) and P̌D,n(x;λ), to be called the
denominator polynomial and the multi-indexed orthogonal polynomial, respectively, are ex-
tracted from the Casoratians as follows:

WC [ξ̌d1 , . . . , ξ̌dM ](x;λ) = CD(λ)φM(x;λ)Ξ̌D(x;λ), (8.64)

WC [ξ̌d1 , . . . , ξ̌dM , νP̌n](x;λ) = CD,n(λ)φM+1(x;λ)P̌D,n(x;λ)ν(x;λ+M δ̃), (8.65)

δ̃
def
= (0, 0, 1, 1), t(λ) + βδ = t(λ+ βδ̃) (∀β ∈ R). (8.66)
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The constants CD(λ) and CD,n(λ) are specified later. The eigenvector (8.58) is rewritten as

ϕgen
D n(x;λ) = (−1)Mκ

1
4
M(M−1)CD,n(λ)

CD(λ)

√√√√ M∏
j=1

α(λ)B′
(
0;λ+ (j − 1)δ̃

)
× ϕ0(x;λ+M δ̃)√

Ξ̌D(x;λ)Ξ̌D(x+ 1;λ)
P̌D,n(x;λ). (8.67)

The multi-indexed orthogonal polynomial P̌D,n(x;λ) (8.65) has an expression

P̌D,n(x;λ) = CD,n(λ)
−1φM+1(x;λ)

−1

×

∣∣∣∣∣∣∣∣∣
ξ̌d1(x1) · · · ξ̌dM (x1) r1(x1)P̌n(x1)

ξ̌d1(x2) · · · ξ̌dM (x2) r2(x2)P̌n(x2)
... · · · ...

...

ξ̌d1(xM+1) · · · ξ̌dM (xM+1) rM+1(xM+1)P̌n(xM+1)

∣∣∣∣∣∣∣∣∣ , (8.68)

where xj
def
= x+ j − 1 and rj(x) = rj(x;λ,M) (1 ≤ j ≤M + 1) are given by

rj
(
x+ j − 1;λ,M

)
def
=


(x+ a, x+ b)j−1(x+ d− a+ j, x+ d− b+ j)M+1−j

(d− a+ 1, d− b+ 1)M
: R

(aqx, bqx; q)j−1(a
−1dqx+j, b−1dqx+j; q)M+1−j

(abd−1q−1)j−1qMx(a−1dq, b−1dq; q)M
: qR

. (8.69)

One can show that Ξ̌D (8.64) and P̌D,n (8.68) are indeed polynomials in η:

Ξ̌D(x;λ)
def
= ΞD

(
η(x;λ+ (M − 1)δ̃);λ

)
, P̌D,n(x;λ)

def
= PD,n

(
η(x;λ+M δ̃);λ

)
, (8.70)

and their degrees are generically ℓD and ℓD + n, respectively, with (see (2.66)):

ℓD
def
=

M∑
j=1

dj − 1
2
M(M − 1). (8.71)

The involution properties (8.15) of these polynomials are the consequence of those of the
basic polynomials P̌n(x) and ξ̌dj(x). We adopt the standard normalisation for Ξ̌D and P̌D,n:

Ξ̌D(0;λ) = 1, P̌D,n(0;λ) = 1, which determine the constants CD(λ) and CD,n(λ),

CD(λ)
def
=

1

φM(0;λ)

∏
1≤j<k≤M

Ẽdj(λ)− Ẽdk(λ)
α(λ)B′(j − 1;λ)

, (8.72)

CD,n(λ)
def
= (−1)MCD(λ)d̃D,n(λ)

2, d̃D,n(λ)
2 def
=

φM(0;λ)

φM+1(0;λ)

M∏
j=1

E(n;λ)− Ẽdj(λ)
α(λ)B′(j − 1;λ)

. (8.73)

48



The expression for d̃2D,n shows the necessity of the negative virtual state energies {Ẽdj < 0}.
The lowest degree multi-indexed orthogonal polynomial P̌D,0(x;λ) is related to Ξ̌D(x;λ) by
the parameter shift λ → λ+ δ:

P̌D,0(x;λ) = Ξ̌D(x;λ+ δ). (8.74)

The potential functions BD and DD (8.60)–(8.61) can be expressed neatly in terms of the
denominator polynomial:

BD(x;λ) = B(x;λ+M δ̃)
Ξ̌D(x;λ)

Ξ̌D(x+ 1;λ)

Ξ̌D(x+ 1;λ+ δ)

Ξ̌D(x;λ+ δ)
, (8.75)

DD(x;λ) = D(x;λ+M δ̃)
Ξ̌D(x+ 1;λ)

Ξ̌D(x;λ)

Ξ̌D(x− 1;λ+ δ)

Ξ̌D(x;λ+ δ)
. (8.76)

The groundstate eigenvector ϕD 0 is expressed by ϕ0(x) and Ξ̌D(x;λ):

ϕD 0(x;λ) =

√√√√x−1∏
y=0

BD(y)

DD(y + 1)

= ϕ0(x;λ+M δ̃)

√
Ξ̌D(1;λ)

Ξ̌D(x;λ)Ξ̌D(x+ 1;λ)
Ξ̌D(x;λ+ δ)

= ψD(x;λ)P̌D,0(x;λ) ∝ ϕgen
D 0(x;λ), (8.77)

ψD(x;λ)
def
=

√
Ξ̌D(1;λ)

ϕ0(x;λ+M δ̃)√
Ξ̌D(x;λ) Ξ̌D(x+ 1;λ)

, ψD(0;λ) = 1. (8.78)

We arrive at the normalised eigenvector ϕD n(x;λ) with the orthogonality relation,

ϕD n(x;λ)
def
= ψD(x;λ)P̌D,n(x;λ) ∝ ϕgen

D n(x;λ), ϕD n(0;λ) = 1, (8.79)
xmax∑
x=0

ψD(x;λ)
2

Ξ̌D(1;λ)
P̌D,n(x;λ)P̌D,m(x;λ) =

δnm

dn(λ)2d̃D,n(λ)2
(n,m = 0, . . . , nmax). (8.80)

The similarity transformed Hamiltonian is

H̃D(λ)
def
= ψD(x;λ)

−1 ◦ HD(λ) ◦ ψD(x;λ)

= B(x;λ+M δ̃)
Ξ̌D(x;λ)

Ξ̌D(x+ 1;λ)

(
Ξ̌D(x+ 1;λ+ δ)

Ξ̌D(x;λ+ δ)
− e∂

)
+D(x;λ+M δ̃)

Ξ̌D(x+ 1;λ)

Ξ̌D(x;λ)

(
Ξ̌D(x− 1;λ+ δ)

Ξ̌D(x;λ+ δ)
− e−∂

)
, (8.81)

and the multi-indexed orthogonal polynomials P̌D,n(x;λ) are its eigenpolynomials:

H̃D(λ)P̌D,n(x;λ) = E(n;λ)P̌D,n(x;λ). (8.82)

It should be stressed that these multi-indexed orthogonal polynomials in simple QM
provide infinitely many examples of exactly solvable birth and death processes [4, 16, 15].
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8.4.1 Explicit examples of multi-indexed (q-)Racah polynomials

We present a simple and explicit example of multi-indexed orthogonal polynomials of the
Racah and q-Racah systems corresponding to D = {ℓ}, (ℓ ≥ 1, M = 1). In this case
Ξ̌ℓ(x;λ) ≡ ξ̌ℓ(x;λ) (8.36). The 1-indexed (q-)Racah polynomials are obtained by evaluating
(8.68) at M = 1. They are a degree ℓ + n polynomial in η = x(x + d + 1) (R) and
η = (q−x − 1)(1− dqx+1) (qR):

R: P̌ℓ,n(x;λ) =
c

(2x+ d+ 1)
(
E(n;λ)− Ẽℓ(λ)

)
×

(
ξ̌ℓ(x;λ)(x+ a)(x+ b)P̌n(x+ 1;λ)

− ξ̌ℓ(x+ 1;λ)(x+ d− a+ 1)(x+ d− b+ 1)P̌n(x;λ)
)
,

qR: P̌ℓ,n(x;λ) =
1− c

(1− dq2x+1)
(
E(n;λ)− Ẽℓ(λ)

)
×

(
ξ̌ℓ(x;λ)(aq

x, bqx; q)P̌n(x+ 1;λ)

− ξ̌ℓ(x+ 1;λ)abd−1q−1(a−1dqx+1, b−1dqx+1; q)P̌n(x;λ)
)
.

They satisfy a second order difference equation:

H̃ℓ(λ)P̌ℓ,n(x;λ) = E(n;λ)P̌ℓ,n(x;λ),

H̃ℓ(λ) = B(x;λ+ δ̃)
ξ̌ℓ(x;λ)

ξ̌ℓ(x+ 1;λ)

(
ξ̌ℓ(x+ 1;λ+ δ)

ξ̌ℓ(x;λ+ δ)
− e∂

)

+D(x;λ+ δ̃)
ξ̌ℓ(x+ 1;λ)

ξ̌ℓ(x;λ)

(
ξ̌ℓ(x− 1;λ+ δ)

ξ̌ℓ(x;λ+ δ)
− e−∂

)
,

E(n;λ) =

{
n(n+ d̃), R,

(q−n − 1)(1− d̃qn), qR.

8.5 Krein-Adler polynomials

The Krein-Adler polynomials for the systems in simplest QM or discrete QM with real
shifts have been presented in [8]. Most formulas look quite similar to those of the multi-
indexed polynomials in §8.4, (8.56)–(8.61), (8.67)–(8.82). Now D (8.56) denotes the degrees
of eigenpolynomials to be used as seed solutions and it has to satisfy the same conditions as
(2.49). The virtual state polynomial ξ̌dj(x) is replaced by the eigenpolynomial P̌dj(x).

9 Summary and comments

Amongst many achievements of the quantum mechanical reformulation of the theory of
classical orthogonal polynomials, we have reported on the subject of non-classical orthogonal
polynomials, which satisfy second order differential or difference equations. They form a
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complete set of orthogonal vectors in a certain Hilbert space in spite of a ‘hole’ in their
degrees. For more details of the multi-indexed Laguerre and Jacobi polynomials, see [27]
and [35] for (q-) Racah systems.

A Symbols, Definitions & Formulas

◦ shifted factorial (Pochhammer symbol) (a)n :

(a)n
def
=

n∏
k=1

(a+ k − 1) = a(a+ 1) · · · (a+ n− 1) =
Γ(a+ n)

Γ(a)
. (A.1)

◦ q-shifted factorial (q-Pochhammer symbol) (a ; q)n :

(a ; q)n
def
=

n∏
k=1

(1− aqk−1) = (1− a)(1− aq) · · · (1− aqn−1) =
(a ; q)∞
(aqn ; q)∞

. (A.2)

◦ hypergeometric function rFs :

rFs

(a1, · · · , ar
b1, · · · , bs

∣∣∣ z) def
=

∞∑
n=0

(a1, · · · , ar)n
(b1, · · · , bs)n

zn

n!
, (A.3)

where (a1, · · · , ar)n
def
=

∏r
j=1(aj)n = (a1)n · · · (ar)n.

◦ q-hypergeometric series (the basic hypergeometric series) rϕs :

rϕs

(a1, · · · , ar
b1, · · · , bs

∣∣∣ q ; z) def
=

∞∑
n=0

(a1, · · · , ar ; q)n
(b1, · · · , bs ; q)n

(−1)(1+s−r)nq(1+s−r)n(n−1)/2 zn

(q ; q)n
, (A.4)

where (a1, · · · , ar ; q)n
def
=

∏r
j=1(aj ; q)n = (a1 ; q)n · · · (ar ; q)n.

◦ differential equations

H, Hermite : ∂2xHn(x)− 2x∂xHn(x) + 2nHn(x) = 0, (A.5)

L, Laguerre : x∂2xL
(α)
n (x) + (α + 1− x)∂xL

(α)
n (x) + nL(α)

n (x) = 0, (A.6)

J, Jacobi : (1− x2)∂2xP
(α,β)
n (x) +

(
β − α− (α + β + 2)x

)
∂xP

(α,β)
n (x)

+ n(n+ α + β + 1)P (α,β)
n (x) = 0. (A.7)

◦ Rodrigues formulas

H : Hn(x) = (−1)nex
2
( d

dx

)n

e−x2

, (A.8)

L : L(α)
n (x) =

1

n!

1

e−xxα

( d

dx

)n(
e−xxn+α

)
, (A.9)

J : P (α,β)
n (x) =

(−1)n

2nn!

1

(1− x)α(1 + x)β

( d

dx

)n(
(1− x)n+α(1 + x)n+β

)
. (A.10)
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B Three Term Recurrence Relations

Any orthogonal polynomial starting from degree 0 constant satisfies three term recurrence
relations

ηQn(η) = AnQn+1(η) +BnQn(η) + CnQn−1(η), (B.1)

Q0(η) = constant, Q−1(η) = 0.

Here real constants An, Bn and Cn depend on the normalisation of the polynomial. Three
term recurrence relations are a simple consequence of the orthogonality.

((Qn, Qm))
def
=

∫
W (η)Qn(η)Qm(η)dη = 0, n ̸= m,

in whichW (η) is the orthogonality weight function. For its positive definiteness An−1Cn > 0
is necessary. Since ηQn(η) is a degree n+ 1 polynomial, it is expressed as

ηQn(η) = AnQn+1(η) +BnQn(η) + CnQn−1(η) +Dn(η),

in which Dn(η) is a degree k (0 ≤ k < n − 1) polynomial, if it is not vanishing. This
means ((Qk, Dn)) ̸= 0 but this leads to a contradiction as ((Qk, ηQn)) = ((ηQk, Qn)) = 0 and
((Qk, Qn+1)) = ((Qk, Qn)) = ((Qk, Qn−1)) = 0 require Dn(η) ≡ 0. Conversely, any polyno-
mial starting from degree 0 and satisfying three term recurrence relations is an orthogonal
polynomial (Favard).
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[23] Gómez-Ullate D, Kamran N and Milson R, An extension of Bochner’s problem: ex-
ceptional invariant subspaces, J. Approx. Theory 162 (2010) 987-1006, arXiv:0805.
3376[math-ph]; An extended class of orthogonal polynomials defined by a Sturm-
Liouville problem, J. Math. Anal. Appl. 359 (2009) 352-367, arXiv:0807.3939[math-
ph].

[24] Quesne C, Exceptional orthogonal polynomials, exactly solvable potentials and super-
symmetry, J. Phys. A41 (2008) 392001 (6 pp), arXiv:0807.4087[quant-ph].

[25] Bagchi B, Quesne C and Roychoudhury R, Isospectrality of conventional and new ex-
tended potentials, second-order supersymmetry and role of PT symmetry, Pramana J.
Phys. 73 (2009) 337-347, arXiv:0812.1488[quant-ph].

[26] Odake S and Sasaki R, Infinitely many shape invariant potentials and new orthogonal
polynomials, Phys. Lett. B679 (2009) 414-417, arXiv:0906.0142[math-ph].

[27] Odake S and Sasaki R, Exactly solvable quantum mechanics and infinite families of
multi-indexed orthogonal polynomials, Phys. Lett. B702 (2011) 164-170, arXiv:1105.
0508[math-ph].
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